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ABSTRACT: This research paper is based on the estimation of errors in the formulas which are used to obtaining intermediate 
values of the rate of enzymatic reaction. The rate of enzymatic reaction is affected by concentration of substrate, 
Temperature, concentration of enzyme and other factors. The rise in Temperature accelerates an Enzyme reaction. At certain 
Temperature known as the optimum Temperature the activity is maximum. The concentration of substrate is the limiting 
factor, as the substrate concentration increases, the Enzyme reaction rate increases. Assuming a sufficient concentration of 
substrate is available, increasing Enzyme concentration will increase the enzymatic reaction rate.  These formulas are derived 
from temperature, substrate concentration and enzyme concentration based mathematical functions. These formulas are 
used to obtaining intermediate values of the rate of enzymatic reaction. Formulas which are derived using Newton’s method 
for interpolation are worked in conditions which are depending on the point lies. If the point lies in the upper half then used 
Newton’s forward interpolation formula. If the point lies in the lower half then we used Newton’s backward interpolation 
formula. And when the interval is not equally spaced then used Newton’s divide difference interpolation formula. When the 
tabulated values of the function are not equidistant then used Lagrangian polynomial. Mathematical expressions are derived 
for estimation of errors using intermediate values and formulas. All expressions are worked in n limit which is the optimum 
limit. 
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1 INTRODUCTION 

Temperature, concentration of substrate, concentration of enzyme and other factors are affected the rate of enzymatic 
reaction [1]. The rise in Temperature accelerates an Enzyme reaction but at the same time causes inactivation of the protein. 
At certain Temperature known as the optimum Temperature the activity is maximum. The concentration of substrate is the 
limiting factor, as the substrate concentration increases, the Enzyme reaction rate increases. Assuming a sufficient 
concentration of substrate is available, increasing Enzyme concentration will increase the enzymatic reaction rate. 
Temperature, concentration of substrate and concentration of enzyme are increased the rate of enzymatic reaction at a limit 
which is called optimum limit [2]. On the basis of this concept, there are three mathematical functions [1] [2]: 

                                                                                   

( )

( )

( )

V f T

V f S

V f E






 

Where V is the rate of enzymatic reaction, T is the temperature, S is the concentration of substrate and E is the 
concentration of enzyme. These functions are be in n intervals and n is the optimum limit [1]. Some formulas are derived on 
the basis of these functions using Newton’s method for interpolation and Lagrangian polynomial. These formulas are used to 
obtaining intermediate values of the rate of enzymatic reaction. Formulas which are derived using Newton’s method for 
interpolation are worked in conditions which are depending on the point lies. If the point lies in the upper half then used 
Newton’s forward interpolation formula. If the point lies in the lower half then we used Newton’s backward interpolation 
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formula. And when the interval is not equally spaced then used Newton’s divide difference interpolation formula. When the 
tabulated values of the function are not equidistant then used Lagrangian polynomial [3]-[14]. 

2 FORMULAS FOR OBTAINING INTERMEDIATE VALUES OF V WITH TEMPERATURE 

Let ( )V f T be a function defined by n points 0 0 1 1( , ),( , )..........( , )n nT V T V T V . Where V  is the rate of reaction and T  is 

the Temperature of reaction. And other factors are to be constant [1][2]. When nTTTT ..............3,2,1  are equally spaced with 

intervalh .  

2.1 IF THE POINT LIES IN THE UPPER HALF  

In this condition we used following formula [1]: 

n2
0 0

0 0
Δ VΔ V

V(T) V ΔV (u) (u)[(u 1)]..... [(u){(u 1)}.......{(u n}]
2! n!

       

[Where   is forward difference operator   and  
0T T

u
h


  ]  

2.1.1 ESTIMATION OF ERROR  

Let )(TfV   be a function defined by ( 1)n  points ),.().........,(),,( 1100 nn VTVTVT . When nTTTT ..............3,2,1   are 

equally spaced with interval h  and this function is continuous and differentiable )1( n  times. 

Let )(TfV   be approximated by a   polynomial )(TPn  of degree not exceeding a such that 

iin VTP )(                      [Where ni ...........3,2,1 ]                                                                                                          (1) 

Since the expression )()( TPTf n vanishes for nTTTT ..............3,2,1 , 

We put )()()( TKTPTf n                                                                                                                                           (2) 

Where  ).....().........)(()( 10 nTTTTTTT                                                                                                       (3) 

And K  is to be determined in such a way that equation (2) holds for any intermediate values ofT , say 'TT                

[where nTTT  '0 ]. 

Therefore from (2) 

                                                    
( ') ( ')

( ')

f T P T
K

T


                                                                                                  (4) 

Now we construct a function )(Tf  such that  

                                         0 1( ) ( ) ( ) ( )nf T f T P T K T       

Where K  is given by equation (4). 

It is clear that  

              
0 1 2 3( ) ( ) ( ) ( ) ............ ( ) ( ') 0nf T f T f T f T f T f T     

                   (5) 

Let )(Tf  vanishes )2( n  times in the interval nTTT 0  ; consequently, by the repeated application of Rolle’s 

Theorem [15] [16],  )(' Tf  must vanish )1( n times, )('' Tf  must vanish n times etc in the interval nTTT 0 . 

Particularly, )()1( Tf n  must vanish once in the interval nTTT 0 . Let this point be ,ZT  nTZT 0 . 
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Now differentiating equation (5) )1( n times with respect to T  and putting ZT  , we got: 

                                                 ( 1) ( ) ( 1)! 0nf Z K n     

Or                                                          
( 1) ( )

( 1)!

nf Z
K

n






                                                                                                (6) 

Putting this value of  K  in equation (4), we got: 

                                                       
( 1) ( ) ( ') ( ')

( 1)! ( ')

n
nf Z f T P T

n T

 



 

Or                                                  
( 1) ( )

( ') ( ') ( ')
( 1)!

n

n
f Z

f T P T T
n




 


,             nTZT 0  

Since 'T is arbitrary therefore on dropping the prime on  'T  we got:  

                             

( 1) ( )
( ) ( ) ( )

( 1)!

n

n
f Z

f T P T T
n




 


,   nTZT 0                                                                          (7) 

Now we use Taylor’s theorem [17] [18]: 

2

( ) ( ) '( ) ''( ) ......... ( ) .....
2! !

n
nh h

f T h f Z hf Z f Z f Z
n

      
                                                                          

(8) 

Neglecting the terms containing second and higher powers of h in equation (8), we got: 

                                                       
( ) ( ) '( )f Z h f Z hf Z    

Or                                                   
( ) ( )

'( )
f Z h f Z

f Z
h

 
                                                                                     (9) 

Or                                                   
1

'( ) ( )f Z f Z
h

         )]()([ TfhTf   

                                                       

1
( ) ( )Df Z f Z

h
                         ][

dZ

d
D   

                                                       

1
D

h
               [Because )(Zf is arbitrary] 

                                                       

1 1

1

1n n

n
D

h
 


    

From equation (9), we got: 

                                                       

( 1) ( 1)

( 1)

1
( ) ( )n n

n
f Z f Z

h
 


   

Putting the values of )()1( Zf n in equation (7), we got 

                                            

( 1)

( 1)

( ) 1
( ) ( ) ( )

( 1)!
n

n
n

T
f T P T f Z

n h

 



   
        

 

0 1 2 0 ( 1)

( 1)

( )( )( ).................( ) 1
( ) ( ) ( )

( 1)!
n

n
n

T T T T T T T T
f T P T f Z

n h




      
        

                                           

(10) 
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If  u
h

TT


 0
 

Then  

0

1 0 0( ) ( ) ( ) ( 1)

T T hu

T T T T h T T h hu h h u

 

          
 

Similarly )2(2  uhTT  

: 

: 

: 

Similarly )( nuhTT n   

Putting these values in equation (10), we got: 

      ( 1)

( 1)

( ) ( 1) ( 2) ( 3) .............. ( ) 1
( ) ( ) ( )

( 1)!
n

n
n

hu h u h u h u u n
f T P T f Z

n h




       
        

 

( 1)( 1)( 2)( 3).........( )
( ) ( ) ( )

( 1)!
n

n
u u u u u n

f T P T f Z
n

    
         

This is mathematical expression for estimation of error, if the point lies in the upper half. 

2.2 IF THE POINT LIES IN THE LOWER HALF  

In this condition we used following formula [1]: 

2 n
n n

n n

V V
V(T) V V (z) [{z(z 1)}] ..... [(z){(z 1)}..{z (n-1)}]

2! n!

 
         

[Where   is backward difference operator and   
nT T

z
h


 ] 

2.2.1 ESTIMATION OF ERROR  

Let )(TfV   be a function defined by )1( n  points ),.().........,(),,( 1100 nn VTVTVT . When nTTTT ..............3,2,1   are 

equally spaced with interval h  and this function is continuous and differentiable )1( n  times. 

Let )(TfV   be approximated by a   polynomial )(TPn  of degree not exceeding a such that 

iin VTP )(                      [Where ni ...........3,2,1 ]                                                                                                        (11) 

Since the expression )()( TPTf n vanishes for nTTTT ..............3,2,1 , 

We put )()()( TKTPTf n                                                                                                                                         (12) 

Where  ).....().........)(()( 01 TTTTTTT nn                                                                                                 (13) 

And K  is to be determined in such a way that equation (12) holds for any intermediate values ofT , say 'TT                

[where nTTT  '0 ]. 

Therefore from equation (12), 
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1

( ') ( ')

( ')

f T P T
K

T


                                                                                               (14) 

 

Now we construct a function )(Tf  such that  

                                                             0 1 1( ) ( ) ( ) ( )nf T f T P T K T       

Where K  is given by equation (14). 

It is clear that  

0 1 2 3( ) ( ) ( ) ( ) ............ ( ) ( ') 0nf T f T f T f T f T f T                                                                                                   (15) 

Let )(Tf  vanishes (n+2) times in the interval nTTT 0  ; consequently, by the repeated application of Rolle’s 

Theorem [15] [16],  )(' Tf  must vanish )1( n times, )('' Tf  must vanish n times etc in the interval nTTT 0 . 

Particularly, )()1( Tf n  must vanish once in the interval nTTT 0 . Let this point be ,YT  nTZT 0 . 

Now differentiating equation (15) )1( n times with respect to T  and putting ,YT  , we got: 

                                                              ( 1)( ) ( 1)! 0nf Y K n     

Or                                                                   
( 1)( )

( 1)!

nf Y
K

n






                                                                                                 (16) 

Putting this value of  K  in equation (14), we got: 

                                                  
( 1)

1

( ) ( ') ( ')

( 1)! ( ')

n
nf Y f T P T

n T

 



 

Or                              
( 1)

1
( )

( ') ( ') ( ')
( 1)!

n

n
f Y

f T P T T
n




 


,             nTYT 0  

Since 'T is arbitrary therefore on dropping the prime on  'T  we got:  

                                        

( 1)

1
( )

( ) ( ) ( )
( 1)!

n

n
f Y

f T P T T
n




 


,   nTYT 0                                                                          (17) 

Now we use Taylor’s theorem [17] [18]: 

2

( ) ( ) '( ) ''( ) ......... ( ) .....
2! !

n
nh h

f T h f Y hf Y f Y f Y
n

                                                                                               (18) 

Neglecting the terms containing second and higher powers of h in equation (18), we got: 

( ) ( ) '( )f Y h f Y hf Y    

Or                                                      
( ) ( )

'( )
f Y h f Y

f Z
h

 
                                                                                               (19) 

Or                                                      
1

'( ) ( )f Z f Y
h

         )]()([ TfhTf   

                                                         

1
( ) ( )Df Y f Y

h
                         ][

dY

d
D 

 

 



Estimation of Errors: Mathematical Expressions of Temperature, Substrate Concentration and Enzyme Concentration 

based Formulas for obtaining intermediate values of the Rate of Enzymatic Reaction 

 

 

ISSN : 2028-9324 Vol. 2 No. 2, Feb. 2013 158 
 

 

                                                        
1

D
h

               [Because )(Yf is arbitrary] 

                                                         

1 1

1

1n n

n
D

h
 


    

From equation (19), we got: 

( 1) ( 1)

( 1)

1
( ) ( )n n

n
f Y f Y

h
 


   

Putting the values of )()1( Yf n in equation (17), we got: 

1 ( 1)

( 1)

( ) 1
( ) ( ) ( )

( 1)!
n

n
n

T
f T P T f Y

n h

 



   
        

 

0 1 2 0 ( 1)

( 1)

( )( )( ).................( ) 1
( ) ( ) ( )

( 1)!
n

n
n

T T T T T T T T
f T P T f Y

n h




      
        

                                                      

(20) 

If  z
h

TT n



 

Then  

)1()()()(1 



 zhhhzhTThTTTT

hzTT

nnn

n

 

Similarly )2(2   zhTT n  

: 

: 

: 

Similarly )(0 nzhTT   

Putting these values in equation (20), we got: 

      ( 1)

( 1)

( ) ( 1) ( 2) ( 3) .............. ( ) 1
( ) ( ) ( )

( 1)!
n

n
n

hz h z h z h z z n
f T P T f Y

n h




       
        

 

This is mathematical expression for estimation of error, if the point lies in the lower half. 

2.3 IF INTERVALS ARE NOT BE EQUALLY SPACED 

In this condition we used following formula [1]: 

)]T)...(T)(TT[(TV.....))(T(TV)(TVVV(T) n211

n

d211

2

d11

.

d1 ΔΔΔ  TTTT  

[Where d  is divide difference operator] 
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2.3.1 ESTIMATION OF ERROR  

     Let )(Tf be a real-valued function define n  interval and )1( n times differentiable on ),( ba . If )(TPn is the 

polynomial. Which interpolates )(Tf at the )1( n distinct points ),(.....1,0 baTTT n , then for all  ,T a b  ,there exists 

   ,T a b    

     n ne T f T P T 
 

 
 

 
( 1)

01

n n

j

j

f
T T

n





 



       

(21) 

This is mathematical expression for estimation of error, if intervals are not be equally spaced. 

2.4 WHEN THE TABULATED VALUES OF THE FUNCTION ARE NOT EQUIDISTANT 

In this condition we used following formula [2]: 

                                                                   



 




n

ij
j i

n

i

i

j

j

11 )TT(

)TT(
)T(V V

 
2.4.1 ESTIMATION OF ERROR 

       Since the approximating polynomial  f T  given by Lagrangian formula has the same values  0f T  1f T  2f T

 3f T  4f T …………  nf T  as does ( )V f T for the arguments 0T , 1T , 2T , 3T , 4T ……………….., nT  the error term must 

have zeros at these ( 1)n  points. 

Therefore )( 0TT  )( 1TT  )( 2TT  )( 3TT  ……………………….. )( nTT  must be factors of the error and we can 

write: 

0 1 2 3( )( )( )( )..................( )
( ) ( ) ( )

( 1)!

nT T T T T T T T T T
F T f T K T

n

    
 


                                 

 (22) 

Let T  to be fixed in value and consider the function 

0 1 2 3( )( )( )( )...............( )
( ) ( ) ( ) ( )

( 1)!

nx T x T x T x T x T
W x F x f x K T

n

    
 


                            (23) 

Then )(xW  has zero nTTTTTx ..............3,2,1,0  andT . 

Since the 
thn )1(   derivative of the 

thn degree polynomial )(Tf  is zero. 

                                                   
( 1) ( 1)( ) ( ) ( )n nW x F x K T                                                                (24) 

As a consequence of Rolle’s Theorem [15] [16], the 
thn )1(  derivative of )(xW has at least one real zero x  in the 

range nTT  0  

Therefore substituting x  in equation (24) 

                                                    
( 1) ( 1)( ) ( ) ( )n nW F K T     

Or                                                        
( 1) ( 1)( ) ( ) ( )n nK T F W     

                                                                   
( 1)( )nF   

Using this expression for )(TK and writing out  )(Tf  
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1 2 0 2
0 1

0 1 0 2 0 1 0 1 2 1

0 1 1

( )( ).............( ) ( )( ).............( )
( ) ( ) ( ) .......

( )( ).............( ) ( )( ).............( )

( )( ).............( )
.......

(

n n

n n

n

n

T T T T T T T T T T T T
f T f T f T

T T T T T T T T T T T T

T T T T T T

T T



     
  

     

  




0 1 ( 1)

0 1 1

( )( ).............( )
( ) ( )

)( ).............( ) ( 1)!

n n
n

n n n

T T T T T T
f T f

T T T T n




  


  
 

Where  nTT  0   

 
This is mathematical expression for estimation of error, if the tabulated values of the function are not equidistant. 

3 FORMULAS FOR OBTAINING INTERMEDIATE VALUES OF V WITH CONCENTRATION OF SUBSTRATE 

Let ( )V f S be a function defined by n points 0 0 1 1( , ),( , )..........( , )n nS V S V S V . When 1, 2, 3.............. nS S S S  are equally spaced 

with intervalh . Where V is the rate of enzymatic reaction and S is the concentration of substrate. And other factors are be 
constant [1] [2]. 

3.1 IF THE POINT LIES IN THE UPPER HALF 

 In this condition we used following formula [1]: 

n}]{(w1)}.......[(w){(w
n!

VΔ
1)].....(w)[(w

2!

VΔ
(w)ΔVVV(S) 0

n
0

2

00  

 

[Where   is forward difference operator   and  
0S S

w
h


  ]  

3.1.1 ESTIMATION OF ERROR  

Let ( )V f S  be a function defined by )1( n  points 0 0 1 1( , ),( , )..........( , )n nS V S V S V . When 1, 2, 3.............. nS S S S   are equally 

spaced with interval h  and this function is continuous and differentiable ( 1)n  times. 

Let ( )V f S  be approximated by a   polynomial )(SPn  of degree not exceeding a such that 

( )n i iP S V                      [Where ni ...........3,2,1 ]                                                                                       (25) 

Since the expression ( ) ( )nf S P S vanishes for 1, 2, 3.............. nS S S S , 

We put ( ) ( ) ( )nf S P S K S                                                                                                                                       (26) 

Where  0 1( ) ( )( )..............( )nS S S S S S S                                                                                                    (27) 

And K  is to be determined in such a way that equation (26) holds for any intermediate values ofS , say 'SS                

[where 0 ' nS S S  ]. 

Therefore from equation (26) 

                                                    
( ') ( ')

( ')

f S P S
K

S


                                                                                                        (28) 

Now we construct a function ( )f S  such that  

                                           
0 1( ) ( ) ( ) ( )nf S f S P S K S       

Where K  is given by equation (27). 

It is clear that: 

                    
0 1 2 3( ) ( ) ( ) ( ) ............ ( ) ( ') 0nf S f S f S f S f S f S     

                                               (29) 
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Let )(Sf  vanishes )2( n  times in the interval nSSS 0  ; consequently, by the repeated application of Rolle’s 

Theorem [15] [16],  )(' Sf  must vanish )1( n times, )('' Sf  must vanish n times etc in the interval nSSS 0 . 

Particularly, )()1( Sf n
 must vanish once in the interval nSSS 0 . Let this point be ,QS  nSSS 0 . 

Now differentiating equation (29) )1( n times with respect to S  and putting QS  , we got: 

                                                 ( 1) ( ) ( 1)! 0nf Q K n     

Or                                                          
( 1)( )

( 1)!

nf Q
K

n






                                                                                          (30) 

Putting this value of  K  in equation (28), we got: 

                                                       
( 1) ( ) ( ') ( ')

( 1)! ( ')

n
nf Q f S P S

n S

 



 

Or                                        
( 1)( )

( ') ( ') ( ')
( 1)!

n

n
f Q

f S P S S
n




 


,             0 nS S S   

Since 'S is arbitrary therefore on dropping the prime on  'S  we got:  

( 1)( )
( ) ( ) ( )

( 1)!

n

n
f Q

f S P S S
n




 


,   0 nS S S                                                                                                      (31) 

Now we use Taylor’s theorem [17] [18]: 

2

( ) ( ) '( ) ''( ) ......... ( ) .....
2! !

n
nh h

f S h f Q hf Q f Q f Q
n

      
                                                        

(32) 

Neglecting the terms containing second and higher powers of h in equation (32), we got: 

                                                       
( ) ( ) '( )f Q h f Q hf Q    

Or                                                          
( ) ( )

'( )
f Q h f Q

f Q
h

 
                                                                              (33) 

 

Or                                                          
1

'( ) ( )f Q f Q
h

         [ ( ) ( )]f S h f S   

                                                             

1
( ) ( )Df Q f Q

h
                         [ ]

d
D

dQ
   

                                                            

1
D

h
               [Because ( )f Q is arbitrary] 

                                                            

1 1

1

1n n

n
D

h
 


    

From equation (33), we got: 

                                                     

( 1) ( 1)

( 1)

1
( ) ( )n n

n
f Q f Q

h
 


   

Putting the values of 
( 1) ( )nf Q in equation (31), we got 
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( 1)

( 1)

( ) 1
( ) ( ) ( )

( 1)!
n

n
n

S
f S P S f Q

n h

 



   
        

 

0 1 2 0 ( 1)

( 1)

( )( )( ).................( ) 1
( ) ( ) ( )

( 1)!
n

n
n

S S S S S S S S
f S P S f Q

n h




      
        

                      

(34) 

If  
0S S

r
h


  

Then  

0

1 0 0( ) ( ) ( ) ( 1)

S S hr

S S S S h S S h hr h h r

 

          
 

Similarly 2 ( 2)S S h r    

: 

: 

: 

Similarly ( )nS S h r n    

Putting these values in equation (34), we got: 

      ( 1)

( 1)

( ) ( 1) ( 2) ( 3) .............. ( ) 1
( ) ( ) ( )

( 1)!
n

n
n

hr h r h r h r r n
f S P S f Q

n h




       
        

 

( 1)( 1)( 2)( 3).........( )
( ) ( ) ( )

( 1)!
n

n
r r r r r n

f S P S f Q
n

    
       

 

This is mathematical expression for estimation of error, if the point lies in the upper half. 

3.2 IF THE POINT LIES IN THE LOWER HALF 

In this condition we used following formula [1]: 

 

1)}]-(n1)}..{J[(J){(J
n!

V
.....1)}][{J(J

2!

V
(J)VVV(S) n

n

n

2

nn 





  

[Where   is backward difference operator and
nS S

J
h


 ] 

3.2.1 ESTIMATION OF ERROR 

Let ( )V f S  be a function defined by )1( n  points 0 0 1 1( , ),( , )..........( , )n nS V S V S V . When 1, 2, 3.............. nS S S S   are equally 

spaced with interval h  and this function is continuous and differentiable )1( n  times. 

Let ( )V f S  be approximated by a   polynomial ( )nP S  of degree not exceeding a such that 

               ( )n i iP S V                      [Where ni ...........3,2,1 ]                                                                      (35) 

Since the expression ( ) ( )nf S P S vanishes for 1, 2, 3.............. nS S S S , 

We put ( ) ( ) ( )nf S P S K S                                                                                                                                      (36) 
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Where  0 1( ) ( )( )..............( )nS S S S S S S                                                                                                    (37) 

And K  is to be determined in such a way that equation (36) holds for any intermediate values ofS , say 'SS                

[where nSSS  '0 ]. 

Therefore from (2) 

                                                             
1

( ') ( ')

( ')

f S P S
K

S


                                                                                              (38) 

Now we construct a function ( )f S  such that  

0 1 1( ) ( ) ( ) ( )nf S f S P S K S                                                 

Where K  is given by equation (37). 

It is clear that  

                    
0 1 2 3( ) ( ) ( ) ( ) ............ ( ) ( ') 0nf S f S f S f S f S f S                                                    (39) 

Let )(Sf  vanishes )2( n  times in the interval 0 nS S S   ; consequently, by the repeated application of Rolle’s 

Theorem [15][16],  '( )f S  must vanish ( 1)n times, ''( )f S  must vanish n times etc in the interval 0 nS S S  . 

Particularly, ( 1) ( )nf S  must vanish once in the interval 0 nS S S  . Let this point be ,S R 0 nS S S  . 

 

Now differentiating equation (39) )1( n times with respect to S  and putting RS  , we got: 

                                                 ( 1) ( ) ( 1)! 0nf R K n     

Or                                                          
( 1) ( )

( 1)!

nf R
K

n






                                                                                                        (40) 

Putting this value of  K  in equation (38), we got: 

                                              

( 1)

1

( ) ( ') ( ')

( 1)! ( ')

n
nf R f S P S

n S

 



                                               

          

Or                              
( 1)

1
( )

( ') ( ') ( ')
( 1)!

n

n
f R

f S P S S
n




 


,             0 nS S S   

 

Since 'S is arbitrary therefore on dropping the prime on  'S  we got:  

                                     

( 1)

1
( )

( ) ( ) ( )
( 1)!

n

n
f R

f S P S S
n




 


,   0 nS S S                                                            (41) 

Now we use Taylor’s theorem [17][18]: 

2

( ) ( ) '( ) ''( ) ......... ( ) .....
2! !

n
nh h

f S h f R hf R f R f R
n

      
                                                          

(42) 

Neglecting the terms containing second and higher powers of h in equation (42), we got: 

                                                       
( ) ( ) '( )f R h f R hf R    

Or                                                         
( ) ( )

'( )
f R h f R

f R
h

 
                                                                                 (43) 
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Or                                                         
1

'( ) ( )f R f R
h

         [ ( ) ( )]f S h f S   

                                                           

1
( ) ( )Df R f R

h
                         [ ]

d
D

dR
   

                                                           

1
D

h
               [Because )(Rf is arbitrary] 

                                                         

1 1

1

1n n

n
D

h
 


  

                                                      

 

From equation (43), we got: 

                                                  

( 1) ( 1)

( 1)

1
( ) ( )n n

n
f R f R

h
 


   

Putting the values of )()1( Rf n
in equation (41), we got 

                                       

1 ( 1)

( 1)

( ) 1
( ) ( ) ( )

( 1)!
n

n
n

S
f S P S f R

n h

 



   
        

 

 

0 1 2 0 ( 1)

( 1)

( )( )( ).................( ) 1
( ) ( ) ( )

( 1)!
n

n
n

S S S S S S S S
f S P S f R

n h




      
        

                       (44) 

If  
nS S

J
h


  

Then  

1 ( ) ( ) ( ) ( 1)

n

n n n

S S hJ

S S S S h S S h hJ h h J

 

          
 

Similarly 2 ( 2)nS S h J    

: 

: 

: 

Similarly 0 ( )S S h J n    

Putting these values in equation (44), we got: 

      ( 1)

( 1)

( ) ( 1) ( 2) ( 3) .............. ( ) 1
( ) ( ) ( )

( 1)!
n

n
n

hJ h J h J h J J n
f S P S f R

n h




       
        

 

( 1)( 1)( 2)( 3).........( )
( ) ( ) ( )

( 1)!
n

n
J J J J J n

f S P S f R
n

    
       

 

This is mathematical expression for estimation of error, if the point lies in the lower half. 

3.3 IF INTERVALS  ARE NOT BE EQUALLY SPACED 

In this condition we used following formula [1]: 
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)])...(S)(SS[(SV.....))(S(SV)(SVVV(S) n211

n

d211

2

d11

.

d1 ΔΔΔ SSSSS   

[Where d  is divide difference operator] 

3.3.1 ESTIMATION OF ERROR  

Let ( )f S be a real-valued function define n  interval and )1( n times differentiable on ),( ba . If ( )nP S is the polynomial. 

Which interpolates ( )f S at the )1( n distinct points 0, 1..... ( , )nS S S a b , then for all  ,T a b  ,there exists    ,S a b    

                                                                   n ne S f S P S   

 
 

 
( 1)

01

n n

j

j

f
S S

n





 


         (45) 

This is mathematical expression for estimation of error, if intervals are not be equally spaced. 

3.4 WHEN THE TABULATED VALUES OF THE FUNCTION ARE NOT EQUIDISTANT  

In this condition we used following formula [2]:

                            

 

                                 

1 1

(S S)
V(S) V

(S S)

j

j

nn

i

ii j
j i

 






   

3.4.1 ESTIMATION OF ERROR  

Since the approximating polynomial  f S  given by Lagrangian formula has the same values  0f S  1f S  2f S  3f S

 4f S …………  nf S  as does ( )V f S for the arguments 0S , 1S , 2S , 3S , 4S ……………….., nS  the error term must have 

zeros at these ( 1)n  points. 

Therefore 0( )S S 1( )S S 2( )S S 3( )S S ……………………….. ( )nS S must be factors of the error and we can write: 

0 1 2 3( )( )( )( )..................( )
( ) ( ) ( )

( 1)!

nS S S S S S S S S S
F S f S K S

n

    
 


                                      (46) 

Let S  to be fixed in value and consider the function 

0 1 2 3( )( )( )( )...............( )
( ) ( ) ( ) ( )

( 1)!

nx S x S x S x S x S
W x F x f x K S

n

    
 


                                 (47) 

Then )(xW  has zero nSSSSSx ..............3,2,1,0  andS . 

Since the 
thn )1(   derivative of the 

thn degree polynomial )(Sf  is zero. 

                                                   
( 1) ( 1)( ) ( ) ( )n nW x F x K S                                                                                      (48) 

As a consequence of Rolle’s Theorem [15] [16], the 
thn )1(  derivative of )(xW has at least one real zero x  in the 

range nSS  0  

Therefore substituting x  in equation (48) 

                                                    
( 1) ( 1)( ) ( ) ( )n nW F K S     

Or                                                       
( 1) ( 1)( ) ( ) ( )n nK S F W     

( 1)( )nF 
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Using this expression for ( )K S and writing out  ( )f S
 

1 2 0 2
0 1

0 1 0 2 0 1 0 1 2 1

0 1 1

( )( ).............( ) ( )( ).............( )
( ) ( ) ( ) .......

( )( ).............( ) ( )( ).............( )

( )( ).............( )
.......

(

n n

n n

n

n

S S S S S S S S S S S S
f S f S f S

S S S S S S S S S S S S

S S S S S S

S S



     
  

     

  




0 1 ( 1)

0 1 1

( )( ).............( )
( ) ( )

)( ).............( ) ( 1)!

n n
n

n n n

S S S S S S
f S f

S S S S n




  


  

  

Where  nSS  0  

This is mathematical expression for estimation of error, if the tabulated values of the function are not equidistant. 

4 FORMULAS FOR OBTAINING INTERMEDIATE VALUES OF V WITH CONCENTRATION OF ENZYME 

Let ( )V f E be a function defined by n points 0 0 1 1( , ),( , )..........( , )n nE V E V E V .  When 1, 2, 3.............. nE E E E  are equally spaced 

with intervalh . Where V is the rate of enzymatic reaction and E is the concentration of enzyme. And other factors are be 
constant [1] [2]. 

4.1 IF THE POINT LIES IN THE UPPER HALF 

In this condition we used following formula [1]: 

n2
0 0

0 0
Δ VΔ V

V(E) V ΔV (X) (X)[(X 1)]..... [(X){(X 1)}.......{(X n}]
2! n!

     

 

[Where   is forward difference operator   and  
0E E

X
h


  ]  

4.1.1 ESTIMATION OF ERROR 

Let ( )V f E  be a function defined by )1( n  points 0 0 1 1( , ),( , )..........( , )n nE V E V E V . When 1, 2, 3.............. nE E E E   are equally 

spaced with interval h  and this function is continuous and differentiable ( 1)n  times. 

Let ( )V f E  be approximated by a   polynomial ( )nP E  of degree not exceeding a such that 

( )n i iP E V                      [Where ni ...........3,2,1 ]                                                                                             (49) 

Since the expression ( ) ( )nf E P E vanishes for 1, 2, 3.............. nE E E E , 

We put ( ) ( ) ( )nf E P E K E                                                                                                                                     (50) 

Where  0 1( ) ( )( )..............( )nE E E E E E E                                                                                                 (51) 

And K  is to be determined in such a way that equation (50) holds for any intermediate values ofE , say 'E E               

[where 0 ' nE E E  ]. 

Therefore from (50) 

                                                          
( ') ( ')

( ')

f E P E
K

E


                                                                                                 (52) 

Now we construct a function ( )f E  such that  

                                                 0 1( ) ( ) ( ) ( )nf E f E P E K E       

Where K  is given by equation (52). 

It is clear that :
    0 1 2 3( ) ( ) ( ) ( ) ............ ( ) ( ') 0nf E f E f E f E f E f E     

                                    (53) 
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Let ( )f E  vanishes )2( n  times in the interval 0 nE E E   ; consequently, by the repeated application of Rolle’s 

Theorem [15] [16],  '( )f E  must vanish ( 1)n times, ''( )f E  must vanish n times etc in the interval 0 nE E E  . 

Particularly, ( 1) ( )nf E  must vanish once in the interval 0 nE E E  . Let this point be ,E R 0 nE E E  . 

Now differentiating equation (53) )1( n times with respect to E  and putting ,E R , we got: 

                                                 
( 1)( ) ( 1)! 0nf R K n     

Or                                                          
( 1) ( )

( 1)!

nf R
K

n






                                                                                       (54) 

Putting this value of  K  in equation (52), we got: 

                                               
( 1)( ) ( ') ( ')

( 1)! ( ')

n
nf R f E P E

n E

 



 

Or                              
( 1) ( )

( ') ( ') ( ')
( 1)!

n

n
f R

f E P E E
n




 


,             0 nE E E   

Since 'E is arbitrary therefore on dropping the prime on  'E  we got:  

                                             

( 1) ( )
( ) ( ) ( )

( 1)!

n

n
f R

f E P E E
n




 


,   0 nE E E                                                   (55) 

Now we use Taylor’s theorem [17] [18]: 

2

( ) ( ) '( ) ''( ) ......... ( ) .....
2! !

n
nh h

f E h f R hf R f R f R
n

      
                                                         

(56) 

Neglecting the terms containing second and higher powers of h in equation (56), we got: 

                                                      ( ) ( ) '( )f R h f R hf R    

Or                                                        
( ) ( )

'( )
f R h f R

f R
h

 
                                                                                 (57) 

Or                                                        
1

'( ) ( )f R f R
h

         [ ( ) ( )]f E h f E   

                                                           

1
( ) ( )Df R f R

h
                         [ ]

d
D

dR
   

                                                           

1
D

h
               [Because ( )f R is arbitrary] 

                                                         

1 1

1

1n n

n
D

h
 


    

From equation (57), we got: 

                                                    

( 1) ( 1)

( 1)

1
( ) ( )n n

n
f R f R

h
 


   

Putting the values of )()1( Rf n
in equation (57), we got 

                                         

( 1)

( 1)

( ) 1
( ) ( ) ( )

( 1)!
n

n
n

E
f E P E f R

n h

 



   
        
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0 1 2 0 ( 1)

( 1)

( )( )( ).................( ) 1
( ) ( ) ( )

( 1)!
n

n
n

E E E E E E E E
f E P E f R

n h




      
        

                 

(58) 

If  
0E E

X
h


  

Then  

0

1 0 0( ) ( ) ( ) ( 1)

E E hX

E E E E E E E h hX h h X

 

          
 

Similarly 2 ( 2)E E h X    

: 

: 

: 

Similarly ( )nE E h X n    

Putting these values in equation (58), we got: 

      ( 1)

( 1)

( ) ( 1) ( 2) ( 3) .............. ( ) 1
( ) ( ) ( )

( 1)!
n

n
n

hX h X h X h X X n
f E P E f R

n h




       
        

 

( 1)( 1)( 2)( 3).........( )
( ) ( ) ( )

( 1)!
n

n
X X e X X n

f E P E f R
n

    
       

 

This is mathematical expression for estimation of error, if the point lies in the upper half. 

4.2 IF THE POINT LIES IN THE LOWER HALF 

In this condition we used following formula [1]: 

2 n
n n

n n

V V
V(E) V V (e) [{e(e 1)}] ..... [(e){(e 1)}..{e (n-1)}]

2! n!

 
         

[Where   is backward difference operator and
nE E

e
h


 ] 

4.2.1 ESTIMATION OF ERROR 

Let ( )V f E  be a function defined by )1( n  points 0 0 1 1( , ),( , )..........( , )n nE V E V E V . When 1, 2, 3.............. nE E E E   are equally 

spaced with interval h  and this function is continuous and differentiable )1( n  times. 

Let ( )V f E  be approximated by a   polynomial ( )nP E  of degree not exceeding a such that 

( )n i iP E V                      [Where ni ...........3,2,1 ]                                                                                                      (59) 

Since the expression ( ) ( )nf E P E vanishes for 1, 2, 3.............. nE E E E , 

We put ( ) ( ) ( )nf E P E K E                                                                                                                                     (60) 

Where  0 1( ) ( )( )..............( )nE E E E E E E                                                                                                (61) 

And K  is to be determined in such a way that equation (60) holds for any intermediate values ofE , say 'EE                

[where 0 ' nE E E  ]. 

 



Nizam Uddin  

 

 

ISSN : 2028-9324 Vol. 2 No. 2, Feb. 2013 169 
 

 

Therefore from (60) 

                                                                    
1

( ') ( ')

( ')

f E P E
K

E


                                                                                 (62) 

Now we construct a function )(Ef  such that  

                                                          0 1 1( ) ( ) ( ) ( )nf E f E P E K E       

Where K  is given by equation (62). 

It is clear that  

                    
0 1 2 3( ) ( ) ( ) ( ) ............ ( ) ( ') 0nf E f E f E f E f E f E     

                                            (63) 

Let ( )f E  vanishes ( 2)n  times in the interval 0 nE E E   ; consequently, by the repeated application of Rolle’s Theorem 

[15] [16],  '( )f E  must vanish ( 1)n times, ''( )f E  must vanish n  times etc in the interval 0 nE E E  . 

Particularly, ( 1) ( )nf E
 must vanish once in the interval 0 nE E E  . Let this point be ,E R 0 nE E E  . 

Now differentiating equation (5) )1( n times with respect to E  and putting ,E R , we got: 

                                                 
( 1)( ) ( 1)! 0nf R K n     

Or                                                          
( 1) ( )

( 1)!

nf R
K

n






                                                                                                       (64) 

Putting this value of  K  in equation (62), we got: 

                                             
( 1)

1

( ) ( ') ( ')

( 1)! ( ')

n
nf R f E P E

n E

 



 

Or                            
( 1)

1
( )

( ') ( ') ( ')
( 1)!

n

n
f R

f E P E E
n




 


,             0 nE E E   

Since 'E is arbitrary therefore on dropping the prime on  'E  we got:  

                                  

( 1)

1
( )

( ) ( ) ( )
( 1)!

n

n
f R

f E P E E
n




 


,   0 nE E E                                                             (65) 

Now we use Taylor’s theorem [17] [18]: 

2

( ) ( ) '( ) ''( ) ......... ( ) .....
2! !

n
nh h

f E h f R hf R f R f R
n

      
                                                         

(66) 

Neglecting the terms containing second and higher powers of h in equation (66), we got: 

                                              
( ) ( ) '( )f R h f R hf R    

Or                                                
( ) ( )

'( )
f R h f R

f R
h

 
                                                                                          (67) 

  Or                                             
1

'( ) ( )f R f R
h

         [ ( ) ( )]f E h f E   

                                                  

1
( ) ( )Df R f R

h
                         [ ]

d
D

dR
 
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1
D

h
               [Because ( )f R is arbitrary] 

                                                              

1 1

1

1n n

n
D

h
 


    

From equation (67), we got: 

                                                               

( 1) ( 1)

( 1)

1
( ) ( )n n

n
f R f R

h
 


   

Putting the values of 
( 1) ( )nf R

in equation (65), we got 

1 ( 1)

( 1)

( ) 1
( ) ( ) ( )

( 1)!
n

n
n

E
f E P E f R

n h

 



   
          

 

0 1 2 0 ( 1)

( 1)

( )( )( ).................( ) 1
( ) ( ) ( )

( 1)!
n

n
n

E E E E E E E E
f E P E f R

n h




      
                    

(68) 

If  
nE E

e
h


  

Then  

1 ( ) ( ) ( ) ( 1)

n

n n n

E E he

E E E E h E E h he h h e

 

          
 

Similarly 2 ( 2)nE E h e    

: 

: 

: 

Similarly 0 ( )E E h e n    

Putting these values in equation (68), we got: 

      ( 1)

( 1)

( ) ( 1) ( 2) ( 3) .............. ( ) 1
( ) ( ) ( )

( 1)!
n

n
n

he h e h e h e e n
f E P E f R

n h




       
        

 

( 1)( 1)( 2)( 3).........( )
( ) ( ) ( )

( 1)!
n

n
e e e e e n

f E P E f R
n

    
       

 

This is mathematical expression for estimation of error, if the point lies in the lower half. 

4.3 IF INTERVALS  ARE NOT BE EQUALLY SPACED 

In this condition we used following formula [1]: 

)])...(E)(E[(EV.....))(E(EV)(EVVV(E) n211

n

d211

2

d11

.

d1 ΔΔΔ EEEEEE   

[Where d  is divide difference operator] 

4.3.1 ESTIMATION OF ERROR 
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Let ( )f E be a real-valued function define n  interval and ( 1)n times differentiable on( , )a b . If ( )nP E is the polynomial. 

Which interpolates ( )f E at the ( 1)n distinct points 0, 1..... ( , )nE E E a b , then for all  ,T a b , there exists    ,E a b    

                                                                   n ne E f E P E   

 
 

 
( 1)

01

n n

j

j

f
E E

n





 



      

(69) 

This is mathematical expression for estimation of error, if intervals are not be equally spaced. 

4.4 WHEN THE TABULATED VALUES OF THE FUNCTION ARE NOT EQUIDISTANT 

        In this condition we used following formula [2]:

   

     

1 1

(E E)
V(E) V

(E E)

j

j

nn

i

ii j
j i

 






 

 

 

4.4.1 ESTIMATION OF ERROR 

    Since the approximating polynomial  f E  given by Lagrangian formula has the same values  0f E  1f E  2f E

 3f E  4f E …………  nf E  as does ( )V f E for the arguments 0E , 1E , 2E , 3E , 4E ……………….., nE  the error term must have 

zeros at these ( 1)n  points. 

Therefore 0( )E E 1( )E E 2( )E E 3( )E E ……………………….. ( )nE E must be factors of the error and we can write: 

0 1 2 3( )( )( )( )..................( )
( ) ( ) ( )

( 1)!

nE E E E E E E E E E
F E f E K E

n

    
 


                         

     (70) 

Let E  to be fixed in value and consider the function 

0 1 2 3( )( )( )( )...............( )
( ) ( ) ( ) ( )

( 1)!

nx E x E x E x E x E
W x F x f x K E

n

    
 


                             (71) 

Then )(xW  has zero nEEEEEx ..............3,2,1,0  andE . 

Since the 
thn )1(   derivative of the 

thn degree polynomial )(Ef  is zero. 

                                                   
( 1) ( 1)( ) ( ) ( )n nW x F x K E                                                                                      (72) 

As a consequence of Rolle’s Theorem [15] [16] the 
thn )1(  derivative of )(xW has at least one real zero x  in the 

range nEE  0  

Therefore substituting x  in equation (73): 

                                                    
( 1) ( 1)( ) ( ) ( )n nW F K E     

Or                                                       
( 1) ( 1)( ) ( ) ( )n nK E F W     

                                                                    
( 1)( )nF   

Using this expression for ( )K S and writing out  ( )f S
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1 2 0 2
0 1

0 1 0 2 0 1 0 1 2 1

0 1 1

( )( ).............( ) ( )( ).............( )
( ) ( ) ( ) .......

( )( ).............( ) ( )( ).............( )

( )( ).............( )
.......

(

n n

n n

n

n

E E E E E E E E E E E E
f E f E f E

E E E E E E E E E E E E

E E E E E E

E E



     
  

     

  




0 1 ( 1)

0 1 1

( )( ).............( )
( ) ( )

)( ).............( ) ( 1)!

n n
n

n n n

E E E E E E
f E f

E E E E n




  


  

   Where  0 nE E   

 
This is mathematical expression for estimation of error, if the tabulated values of the function are not equidistant. 

5 CONCLUSION  

Derived mathematical expressions are useful to estimation of the errors in the formulas for obtaining intermediate values 
of the rate of enzymatic reaction. All expressions are worked in n limit which is the optimum limit. When we obtain the 
intermediate values of the rate of enzymatic reaction then these mathematical expressions are useful to estimate the errors 
in interpolated values of the rate of enzymatic reaction.  
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