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ABSTRACT: Inverse interpolation is the process of finding the values of the argument corresponding to a given value of the
function when the latter is intermediate between two tabulated values. The finite differences are differences between the
values of the function or the difference between the past differences. Finite differences are forward difference, backward
difference and divide difference. Temperature, concentration of substrate, concentration of enzyme and other factors are
affected the rate of enzymatic reaction. The concentration of substrate is the limiting factor, as the substrate concentration
increases, the Enzyme reaction rate increases. Assuming a sufficient concentration of substrate is available, increasing
Enzyme concentration will increase the rate of enzymatic reaction. Temperature, concentration of substrate and
concentration of enzyme are increased the rate of enzymatic reaction at a limit which is called optimum limit. On the basis of
this concept mathematical functions are defined. These mathematical functions are worked in “n” limit. Take the rate of
enzymatic reaction is independent variable for finite differences, formulas and their estimation of errors. These formulas are
used to obtaining intermediate values of Temperature, substrate concentration and enzyme concentration. If the point lies in
the upper half then used forward difference interpolation. If the point lies in the lower half then used backward difference
interpolation. When the interval is not equally spaced then used divide difference interpolation.
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1 INTRODUCTION

The rate of enzymatic reaction is affected by Temperature, concentration of substrate, concentration of enzyme and
other factors [1]. The rise in Temperature accelerates an Enzyme reaction but at the same time causes inactivation of the
protein. At certain Temperature known as the optimum Temperature the activity is maximum [2]. The concentration of
substrate is the limiting factor, as the substrate concentration increases, the Enzyme reaction rate increases. Assuming a
sufficient concentration of substrate is available, increasing Enzyme concentration will increase the enzymatic reaction rate.
Temperature, concentration of substrate and concentration of enzyme are increased the rate of enzymatic reaction at a limit
which is called optimum limit [1]-[3]. The finite differences are differences between the values of the function or the
difference between the past differences. Finite differences are forward difference, backward difference and divide difference
[4]-[15]. Inverse interpolation is the process of finding the values of the argument corresponding to a given value of the
function when the latter is intermediate between two tabulated values [16][17].

2 INVERSE INTERPOLATION

Let y = f(x)be a function where y is dependent variable and X is independent variable. The technique of
determining the values of X corresponding to the value of y from the set of tabulated values, is known as inverse
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interpolation [16][17]. In enzymatic reaction, Temperature, concentration of substrate and concentration of enzyme are
worked in 72 limit which are defined three mathematical functions:

V= f(T)
VE=f(S)
V= f(E)

Where T is the temperature, S is the concentration of substrate, E is the concentration of enzyme, V' Tis the rate of

enzymatic reaction with temperature, V ¥is the rate of enzymatic reaction with concentration of substrate, V £ is the rate of
enzymatic reaction with concentration of enzyme. And other factors are be constant in each functions [1]-[3]. In above
mathematical functions, we take the rate of enzymatic reaction is Independent variable. Temperature, concentration of
substrate and concentration of enzyme are being dependent variable for inverse interpolation.

3 FORWARD DIFFERENCE OF TEMPERATURE

it (V' ,To),V,",Tv),V,) ,T2)........ (V] ,T:) denoted the values of the inverse function thenT1—To T2—T1 ,

T3—T2,T4a—Ts3,.......... Tw—Tn-1are called the forward differences of 7 [18]. These differences are denoted as
ATo AT\,AT2,ATs,........ AT» - 1therefore

ATO:Tl—TO’
AT1=T,-T1,
AT=T3-T>,

AT3=T4s-T3,

ATn—lZTn—Tn—l

Where A is called the forward difference operator, and AT o ATt AT2 ATs ......... AT -1 are called first order forward
differences. The differences of the first order difference are called second order forward differences and are denoted as

A*To , NTi,NT>,NTs,... etc.
AN’To=AT1—ATo
A’T1=AT.— AT
A’T2=ATs—AT>
A’T3s=ATs—ATs
In general, the first order forward difference at the i" point is
ATi=Tiv+1—-T;
And the order forward difference at the point is
NTi=AN7Ti 1= AT,
3.1  FORMULA FOR FORWARD DIFFERENCE INTERPOLATION

If f(a), f(a+h),....... , f(a + nh) are be values of inverse function then
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Vi =a,a+h,....,a+nh

Let £(V'") be a polynomial of degree 71 and let

fVY)Y= Ao+ (V" —a)+ AV —a)V" —a—h)
+ AV =)V —a-h)V" —a-2h)+ 1)
........ + AV =)V —a—h)... V" —a—(n-1)h}]

Where Ao, Ai............... An all are constants [19].

Putting V' =qin equation (1), we got:

Sf(a)=4o (2)

Again putting Vi=a+hin equation (1), we got:
fla+h)= Ao+ Ash

Aih= f(a+h)— Ao

= fla+h)-f(a)

=Af(a)
A1 :m (3)
h

Again putting V' =a+ 2k in equation (1), we got:
f(a+2h)= Ao+ A1(2h) + A2(2h)(h)
[from equation (2) and(3)]
=Ao+2hA1+ Ao+2h* A>

Or 2h* A2 = f(a+2h)— Ao—2hA:

= f(a+2h)~ f(a)=2Af (a)
= fa+2h)~ f(a)=2{f(a+h)~ f(a)}
= fa+2h)=2{f(a+h)+ f(a)}

=Af(a)

A=A f(a)
.o 2 =

2h?
Oor A2= 1 A’ f(a) a4
r z—z!h2 a (4)
Similarl A—1A3f() 5
imilarly 3_3!h3 a (5)

R N
Proceeding in similar way, we got: An= T A" f(a) (6)

n.:
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substituting the values of Ao, A1, A2,......... , An in equation (1), we got:
A A’
=@+ D7 2 LD g7~y
A (7)
{}l(f)( a V' —a—-h).. V' —a—(n-1)h}
Now let: V' =a+ hu
VT —a=hu

Vi—a—h=u-1)h
Vi—a—2h=w-2)h

Vi—a—(n—-Dh={u—(n-1)}h

Putting these values in equation (7), we got:

Ffla+hu)= f(a)+ f @ iy + Az{ (2)(uh)(u Vit
A{h(f‘)( I = D)h.... u— (n—1)h}

Simplifying, we got:

Fla+ )= £(@)+ubf(a)+ 2L (“){( L ) (“)( u-Dolu—(n-D} @
Also we know that

u™ =u(u—-1)(u—2)......... {u—(m-1)} (9)

From equation (8) and (9), we have:

u® (2) u® (n)

fla+hu)= f(a)+Af(a)—+A f(a) +A f(a)—+ ..... (10)
3.1.1  ESTIMATION OF ERROR
If inverse function defined by (n +1) points (VOT,TO),(VIT, YY) (VHT,Tn) . When VOT, VIT,VzT,V3T AAAAAAAAAAAAAA VHT are
equally spaced with interval /4 and this function is continuous and differentiable (n+1) times.
The function be approximated by a polynomial Pn(VT) of degree not exceeding a such that
P.(V')=T: [Wherei =0,1,2,3.......... Nl (11)

Since the expression (V") — Pu(V " )vanishesfor V' =V, . V," V] V]l .. Ve,
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We put SV =P(V)y=Ko(") (12)
Where (V" )y=(V" =VYVT =V ). v -vh (13)

And K is to be determined in such a way that equation (12) holds for any intermediate values ofVT, say
yr -y [where V) <V <V,

Therefore from equation (12),

 JUD-PUT)

(14)
o)

Now we construct a function (V") such that

S =fW) =PV =Kp(V'")
Where K is given by equation (14).

It is clear that
SO =fVD) =, )= fF) = f(F,))= f(TT) =0 (15)

Let f(V") vanishes (n+2) times in the interval VOT <r'< VnT ; consequently, by the repeated application of Rolle’s

Theorem [20] [21], f'(V'T) mustvanish (n+1)times, f''(V'") must vanish 1 times etc in the interval V] <V <V

Particularly, f"’(F") must vanish once in the interval V <V <VT . Let this point belV’ =W,
Vi<w<Vv!.

Now differentiating equation (15) (7 + 1) times with respect to V' and puttingV’ " =W , we got:
U W)-K(n+1)!=0

K= f(n+1) (W)

Or (16)
(n+1)!
Putting this value of K in equation (14), we got:
S _f =P
(n+1)! (V')
(n+1)
or f(VvT)_Pn(VvT):f (W)(D(V'T) ) I/OT<W<I/HT
(n+1)!
Since V' is arbitrary therefore on dropping the prime on V"' we got:
(n+1)
fVH-P.")= wq)(rﬂ), vy <W<T' (17)
(n+1)! "
Now we use Taylor’s theorem [22] [23]:
' hz " hn n
f(W+h):f(W)+hf(W)+Ff W)+ +Ff W)+..... (18)
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Neglecting the terms containing second and higher powers of /1 in equation (18), we got:

SOV +h)=f(W)+hf'(W)

or fV(W) — f(W+h]z_f(W) (19)
or PO =M 00) AT+ 0]
_1 .p=1

Df(W)—hAf(W) [--D—dW]

D= %A [Because f(W)is arbitrary]

Dn+l :i n+1

hn+1

From equation (19), we got:

f(n+1)(W) — #A(nJrl)f(W)

Putting the values of f("“)(W) in equation (17), we got:

TUD=P)= L(/;(f 1)) !L“l*“ AT (W)}

v -vHwv' -vHw' -v]..vT —V{)}[ 1

A" £ 20
(n+1)! PEEEA )} 20

f(VT)—Pn(VT){
Then

Vi-vy =hp
ViV =V = iy =V =V ) —h=(hp~-h)=h(f-1)

Similarly V' =V, = h(B-2)

similarly V' =V = h(8—n)
Putting these values in equation (20), we got:

BB {(h(B-DHRB-2DHh(B=3)} oo {(B-n)) [ 1
(n+1)! R

fH-pP")= A" f (W)}

This is mathematical expression for estimation of error, if the point lies in the lower half.
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4 BACKWARD DIFFERENCE OF TEMPERATURE

If (I/OT,TO),(I/]T,TI), (VzT,Tz) .......... (VnT,Tn) denoted the values of the inverse function then71—T0 T2—T1,
T3—T2,T4a—Ts,........ Tw—Tn-1are called the backward differences of 7 [18]. These differences are denoted as
VT1,VT2,VTs,..... V T, - 1 therefore

AT1=T1-To

AT =T2-Th,

AT3:=T3-T>,

ATa=Ts-Ts3,

ATw=Tn—Tn-1

WhereV is called the backward difference operator, andVT1 VT2 ,VT3 e ,VT.-1 are called first order backward

differences. The differences of the first order difference are called second order backward differences and are denoted

as, V’T2,V’T3,V’T4,V?Ts ... etc.
VT:=VT:-VT1
V’Ts=VT:-VT:
V?T4=VTs-VTs
V?Ts=VTs-VTa
In general, the first order forward difference at the " point is
VIi=Ti—Ti-1
And the order forward difference at the point is
VT =V ' Ti=V/7Ti 1
4.1  FORMULA FOR BACKWARD DIFFERENCE INTERPOLATION

I £(k), f(k+h)... , f(k + nh) are be values of inverse function then
Vi =k,k+h,.....k +nh
Let £(V'") be a polynomial of degree 77 and let
fV)Y =Ko+ Ki(V" —k—nh)+ K2V —k—nh){V" —K(n—1)h}
+Ks(VT —k—nh) V" —k —(n—1)h}
V' —k=(n=2h}+ .
+K[(V —k—nh) V" —k—(n—Dh}....(V" —k—h)

(21)
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Where Ko, K1, K2............... K all are constants [19].

putting V" = k + nhin equation (21), we got:
f(k+nh)y=Ko
Again putting V' =k + (n —1)h in equation (21), we got:
flk+(n—-1)h} =Ko+ Kih
Kih=Ko— f{k+(n-1)h}
= f(k+nh)— f{k+(n—-1)h}
= Af (k +nh)

Af (k +nh)
h

Ki=

Again putting V" =k + (n — 2)h in equation (21), we got:

Flk+(n=2)h} = Ko+ K1(=2h) + K2(=2h)(~=h)

21 K2 = f{K +(n—2)h} — Ko—2hK:

or 2h*K2= f{k+(n—2)h}— f(k+nh)+2Vf(k +nh) [from eq.(22) and(23)]

= f{k+(n=2)h}— f(k+nh)+2[{f(k+nh)}— f{k+(n—1)h}]
= f{k+(n-2)h}— f(k+nh)=2f {k+(n—1)h}
= S (k+nh)=2[f{k+(n=Dhj+ [ (k)]

= A’ f(k+nh)
Ka= ZhZA 7k
or K>= MZA f(k = nh)
Similarly Ks= 3'h3A f(k+nh)

Proceeding in similar way, we got: K, = %A”f(k +nh)
n.
substituting the values of Ko, K1, K2,......... , K in equation (21), we got:
k
fVY = f(k+nh)+—=—= f( ) —k —nh)

A f(k+nh)
211

A" (k+nh)
nlh"

VT —k—nh) V" —k—(n—=1)h}+......

V' —k—nh){V" —k—(n-Dh}..(V" —k—n)

(22)

(23)

(24)

(25)

(26)

(27)
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Now let: V' =k +nh+ hu

V! —k=nh+hu
—k—(n-Dh=w+1)h
—k—(n-2)h=wWw+2)h

VT —k—h=1{u+(n-1)h

Putting these values in equation (27), we got:

f(k+nh+hu)=f(k+nh)+Af(kh+nh)(u )+ Af(f‘ ) Yt + Dk .
W( )+ L)t + (= 1)1}

Simplifying, we got:

f(k+nh+hu):f(k+nh)+uAf(k+nh)+M{ (w+1)}+...

(28)
# SLEED 1)+ (1-1)
4.1.1  EsTiMATION OF ERROR
If inverse function defined by (n +1) points (VOT,TO),(VIT, Th).nnnn (VnS,Tn) . When VOT, VIT,VzT,V3T AAAAAAAAAAAAAA VnT are
equally spaced with interval /4 and this function is continuous and differentiable (1 + 1) times.
The function be approximated by a polynomial Pn(VT) of degree not exceeding a such that
P.(V')=E [Wherei =1,2,3.......... Nl (29)
Since the expression f(V'")— Pu(V'") vanishesforV' =V, . V," V] V' ... vr,
Weput f(V')—-P.(V')=KoV") (30)
Where o,V Y=V VYV =V oo V' -vD) (31)

And K is to be determined in such a way that equation (30) holds for any intermediate values of V'T, say yr—p”
[where V) <V <V,

Therefore from equation (30),

ST -RT)
o)

Now we construct a function (V") suchthat:  f (V) )= (V) =P.(V")—Kpu(V'")

(32)
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Where K is given by equation (32).

It is clear that
SO =fTD) =, =) = fyH=fwrm=o0 (33)

Let f(V") vanishes (n+2) times in the interval VOT <V’ < VnT ; consequently, by the repeated application of Rolle’s

Theorem [20] [21], f'(V'T) mustvanish (1 +1)times, f''(V'") must vanish 7 times etc in the interval V, <V' <V,

Particularly, f""(F") must vanish once in the interval V, <V <V Let this point bel! =W,
Vi <w <V, .

Now differentiating equation (15) (7 + 1) times with respect to V" and puttingV’" =W , we got:
YWY -K(m+1)!=0

K= f(n+1) (W)

Or (34)
(n+1)!
Putting this value of K in equation (32), we got:
S _f =P
(n+1)! oV
(n+1)
o fy-prTy=L— By Vo <w <,
(n+1)!
Since V' is arbitrary therefore on dropping the prime on V'" we got:
(n+1)
Foy-pry =L oy yr <y 35)
(n+1)!
Now we use Taylor’s theorem [22] [23]:
! hz n hn n
f(W+h):f(W)+hf(W)+;f W)+......... +;f Wy+..... (36)
Neglecting the terms containing second and higher powers of /1 in equation (18), we got:
JW+h)y=fW)+hf'(W)

or fv(W) — f(W+h21_f(W) (37)

1
Or VAUSE ZAf(W) AW =fW +h)— f(W)]

DIOV) = A1 07 D=4
h o aw
D= %A [Because f(W)is arbitrary]
n+ 1 n+
..D 1= F !
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1

From equation (37), we got: £ "D (W) = D

A(n+1)f(W)

Putting the values of f(”H) (Y)in equation (35), we got:

SV =PV = m(ﬁ)ﬂ[ h(nl+1) A“’”’f(W)}

Py PW(VT){(V — VO =V =V)..(v —VO)H 1 pe f(W)} a8
(n+1)! h
pT _VnT ~
R
Then
V-V =hp

Vv L=V =W == V) +h=(hB+h)=h(B+1)

Similarly V' =V = h(B+2)

Similarly V' =V = h(S +n)
Putting these values in equation (38), we got:

(hB) B+ B+ h(B+3) oo B+mV T 1 .

f(VT)—Pn(VT){

OR

FOTY=PT) {ﬂ(ﬂﬂ)(mz)(ms) .............. (,B+n)}[A(,,+l)f(W)}

(n+1)!
This is mathematical expression for estimation of error, if the point lies in the lower half.

5 DIVIDE DIFFERENCE OF TEMPERATURE

it V), T0), (V" , 1) (V[ ,T») denoted the values of the inverse function where V' is the rate of enzymatic
) ) Ti—To T2-Th T:5—T> Ta4-T3 To—Tn-1 o
reaction with Temperature then —— — , ————,———— ,ereeenen. 7—.are called the divide

A A A A AR A .~V
differences of 7 . These differences are denoted as A ;70 AT1,AT2,ATs,..... A, Tn -1 therefore

AdTo:—TTl_TOT
Vi =V,

ISSN : 2028-9324 Vol. 3 No. 1, May 2013 170



Nizam Uddin

T:-T1
ATi=——,
atl VzT_ 1T
Adez—T;_TZT,
3~ 2
A Ts=L712
Ve, =V,
Tn—Tn—l
AT -1=——
‘ v -v,

Where A, is called the divide difference operator, and A, To A,T1 A,T> A, T5 ... A,Tn-1 are called first order

divide differences. The differences of the first order difference are called second order divide differences and are denoted as

NaTo AT\, N\T2,A\Ts,.. etc.

ATi—A,T

N To="0 o —d2
o -1

AT2=A,T

Af,Tl:—dVTZ % -
3 7

A Ts—A T

A;Tzz—dT ”;
V-V,
ATe=A,T

N Ts="0
e

In general, the first order divide difference at thei” point is
Tiv1—Ti

i+1 i

ATi=

And the order divide difference at the point is

N7 Tioa—N7'Ts

N'Ti=
T T
Vi+j_Vi
; AT o= AT
A]T’i: VT _VT
i+j i

5.1 FORMULA FOR DIVIDE DIFFERENCE INTERPOLATION

By the definition of divide difference

VAUGNAD =% (39)
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Or FUD =0+ =V 1)

Again by the definition of second divided difference

R AR AR LU

VT _ VlT
Or SOV =,V VO =V Ve W) (40)
Similarly VIR EN VAN AN 20 E A 2BV AUSIN 290 AN A8 (41)
.Proceeding in similar way, we got:
SO VIV Y= fWI VIV, VOY+W T v v vIvT (42)

Multiplying equation (40) by (V" = V) ,
Multiplying equation (41) by (V" =V[) (V" =V,"),

Multiplying equation (42) by (V" = Vi) (V" = V") . v -vr)
And adding to equation (39), we got:
SOY=fOH+V VOV D+ =D =V VLV ) + e
------- + VT VOV VYT V] Yoo VT VIS VIV e V) 4R,

Where R is the reminder and is given by

R =0V =V =V V) v =-vHrwl vy ... 4D

If the function £ (V") is polynomial of degree 1, then f(VOT, VIT,VzT, ............. VnT) vanishes so that

FODY=fVO)+ =V ST VD +VT VO =V [V VLV )+
....... +VT=VvOHVT VOV =V VT VISV VTV VT

5.1.1 ESTIMATION OF ERROR

Let f(V")be a real-valued function define 7 interval and (7 +1)times differentiable on(a,b). If Pu(V'")is the

exists & = f(ﬁ)e (a,b)
o) (7))

_ f(n+1) (é:) ﬁ(?_V/T)

(n+1) o
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This is mathematical expression for estimation of error, if intervals are not being equally spaced.
T
6  WHEN THE TABULATED VALUES OF V' = f(T) ARE NOT EQUIDISTANT

[N (7D N AUAD W A 140 s f(V])is to be vales of the inverse function corresponding to arguments

VOT , VIT , VzT ........ V nT not necessarily equally spaced.

Let £(V") be a polynomial of degree 72in V" and since (n + 1) values of f(V' ") are given so (1 +1)" difference are
zero.

Consider,

FOY=4,0" VYV V).V =V Y+ AV VO V). 0T =V])
+ A VT VYT =V YooV T =V ) oo, (43)
..... + A VT -V -V VT =V

Where A, A, Ayeeeeeeneninnne. A, all are constants[19].

Now put V= OT in equation (43), we got:
fwvH=4, -vHov -v... vy -V
S7)

4, = 44
VYV =V Y V) =V i

0 n

Againput V' = VIT in equation (43), we got:

SO = AV =V VeV V)

n

4= ) (45)
v =vHv =vh.... v -vh
T
Similarly .. 4, =— - Tf(V; ) - - (46)
V3 =V VeV =V
Proceeding in similar way, we got:
T
4o AU .

v =vhHhw! =v).... v -vh
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Substituting the values of A, 4, A, ..cccceeuv e A, from equation (44), (45), (46), (47) in equation (43) we got:

v -vhHvt -v))..v"-v))
Vo =VOy V). vy =V,
+ (Vi _V{)(Vi _Vli)“"(Vi _V”;)f(VzT)+ ...................................
v -vH v -v])
V' -V -v..v" -v.)

""" B T WA R

v -vHwt-v))..v"-vh

7= TV VD07 V)

F+

fnh

6.1 ESTIMATION OF ERROR

Since the approximating polynomial f(VT) given by Lagrangian formula has the same Vvalues
f(VOT)f(VIT)f(VZT)f(V3T)f(V4T) ............ f(VnT) as does Tzf(VT) for the arguments VOT, V]T, Vzr, V;,

| , VOT the error term must have zeros at these (7 + 1) points.

There for VT =V YV =VY VT V) VT =V ) e (V" —V.") must be factors of the error and

we can write:

VvV VOV VYV =V YT =V

FVh=fr"+ KW' (48)
(n+1)!
Let x to be fixed in value and consider the function
TN~ TN~ 1T\ v 1T T
W(x)= F(x)— /() (x=Vy )x =V ) x=V; )X =V, Do (x-=V, )K(VT) (49)
(n+1)!

Then W (x) has zero x = VOT,VIT,VZT,V3T AAAAAAAAAAAAAA VnT andV 7T,
Since the (1 +1)" derivative of the n” degree polynomial £ (V") is zero.

W (x)=F"Y(x)-KW¥") (50)

As a consequence of Rolle’s Theorem [20] [21], the (1 + l)th derivative of /W (x) has at least one real zero x = & in the
range V' < E< V]

Therefore substituting x = & in equation (50)
W) = F (&) =K1
or KW =F"D(&)-Ww"D (&)
= F"™ (&)
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Using this expression for K (V") and writingout £ (V")

vr-vHot-v)H..wvt=v")

v -vHhw -v)..wv] -vh v -vHw! -v)H..wm-vh

DRl UG i W Ul Y N Ul 0 Uil 8 W U 0
v, v, -vhH.y -viy)T " (n+1)!

(V _Vo )(V _Vz )(V _Vn )f(V1T)+

JH+

fh=

&)

Where V] <&<V]

This is mathematical expression for estimation of error, if the tabulated values of the function are not equidistant.

7 FORWARD DIFFERENCE FOR CONCENTRATION OF SUBSTRATE
it (VS ,80), V5,80, (V5 ,82)... (V% ,Sn) denoted the values of the inverse function then S — So, §2-81,
S3—82, S4—83 . Sy»—Sn-1,8 are called the forward differences of S . These differences are denoted as

ASo, AS1,AS2,ASs,........ AS» - 1 therefore

ASo=S51—S0
AS1=52-S1,
AS2=83-39>,
AS3=84-S3,
ASn—len—Sn—l

Where A is called the forward difference operator, and ASo AS1 AS2 ASs ... AS» -1 are called first order forward

differences. The differences of the first order difference are called second order forward differences and are denoted as

A’So ,A251,A2S2 ,A’Ss,.. etc.

AZSO = ASl—ASO

A2S1 = ASZ—AS1

AZSZ = ASS—ASZ

AZSS = AS4—AS3

In general, the first order forward difference at the " point is
ASi=Si+1—Si

And the order forward difference at the point is

ASi=A S 1= ATS
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7.1 FORMULA FOR FORWARD DIFFERENCE INTERPOLATION

if £(b), f(b+h),......... , f(b+nh) are be values of inverse function then

Letf(VS) be a polynomial of degree 77 and let
fV)Y=Bo+Bi(V: =b)+ BV b)YV —b—h) +
Bs(VS =b)YV® =b—h)(V® —b—2h) + (51)
........ +B(VS b)YV =b—h)...V° —b—(n—-1)h}]

Where Bo, Bi............... By all are constants [19].

Putting VS =@ in equation (51), we got:
f(a)=Bo 52)

Again putting VS =a+ h in equation (51), we got:
f(b+h)=Bo+Bih
Aih = f(b+h)—Bo
=f(b+h)=f(b)

= Af (D)
A1 :M (53)
h
Again putting V° = b +2h in equation (51), we got:
f(b+2h) = Bo+ Bi(2h)+ B2(2h)(h)
5 [from equation (52) and (53)]
=Bo+2hBi+ Bo+2h" B2
Or 2’ B2 = f(b+2h)— Bo—2hB1
= f(b+2h)— f(b) 241 (b)
=f(b+2h)—f(O)-2{f(b+h)— f(D)}
= f(b+2h)=2{f(b+h)+ f (D)}
=N’ f(b)
cp_ 1
..Bz—zth f(b)
1
Or B2= Nz A" f(b) (54)
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1
Similarly B3 = S (55)

Proceeding in similar way, we got: Bn = VE
n

(56)
substituting the values of Bo, B1, Bo,......... , Bnin equation (51), we got:
Af (b A f(b
f)=rb)+ f( ) 7S ~by+ f( )( VS —bYVS —b—h)+....

LA
n'h"

(57)

(VS —b)(VS —-b-h)..... {VS—b—(n—l)h}
Now let V5 =b+ hu
SV =-b=hu

—b—h=(u-1)h
—b-2h=(u-2)h

—b—(n-h={u—n-1h

Putting these values in equation (57), we got:

f(b+hu)= f(b)+Af ®) (umy+ Azf ) iyt =1t

LAFO)
n'h"
Simplifying, we got:

2L by —1)h.... fu — (n— 1)k}

F(b+hu) = £(b)+ubf(b)+2 f;(b) {u(u—l)}+....+%(u)(u—n ..... 2 —(n—1)} (58)

Also we know that:  u"™ = u(u—1)(u —2)......... {u—(m-1)} (59)
From equation (58) and (59), we have:
(1) (2) (3) u(n)
f(b+hu)= f(b)+ Af(b)— + A f(b) +A f(b)— ot N (D) (60)
n
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7.1.1 ESTIMATION OF ERROR

let ¥V =f(T) be a function defined by (n+1) points(Vy,To),(V,>,Th)......... (V>,Tx). When

VOS,VIS,VZS,V3S AAAAAAAAAAAAAA VnS are equally spaced with interval /2 and this function is continuous and differentiable (7 +1)

The function be approximated by a polynomial Px(V*) of degree not exceeding a such that

P.(V’)=Si [Wherei = 0,1,2,3.......... nl (61)
Since the expression f(V*) — Pu(V S ) vanishes for V> =V V> VS V.S ... Vs,
Weput f(VS)=Pu(VS)=Kp(V?®) (62)
Where ¢(V) =V VYV =V oo Vs -v®) (63)

And K is to be determined in such a way that equation (62) holds for any intermediate values of V'S , say |
[where V> <V <%,

Therefore from equation (62),

ST =PO™)
p(V'")

Now we construct a function f(V*) such that

fU) =) =Pu(V*) = Kp(V*)

Where K is given by equation (64).

(64)

It is clear that
S =fU) =) =f(V) = f(V,))=fV")=0 (65)

Let f(V°) vanishes (n+2) times in the interval VOS <yS< VnS ; consequently, by the repeated application of Rolle’s

Theorem [20] [21], f'(V'*) mustvanish (n+1)times, f''(V®) must vanish 7 times etc in the interval V; <V* <%

Particularly, " (V®) must vanish once in the intervaIVOSSVSSVf. Let this point belV " =W,
Vi<W <V?.

Now differentiating equation (65) (7 + 1) times with respect to V'S and puttingV ¥ =W, we got:
FUPWy-K(n+1)!=0

K _ f(n+1)(W)
(n+1)!

Or (66)

Putting this value of K in equation (64), we got:

[ S =Pr®)
(n+1)! o(V")
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£ )
(n+1)!

Since V"% is arbitrary therefore on dropping the prime on 'S we got:

or f@)=P(V") = oV Ve <W <V

F)=P(V®) =M¢(VS>, Ve <W <V,
(n+1)!

Now we use Taylor’s theorem [22] [23]:

JW+h)y=fW)+hf (W)+ f“(W)+ +—f W)+...
Neglecting the terms containing second and higher powers of /1 in equation (68), we got:
JW+h)y=fW)+hf'(W)

UL h) S )

or S'w)=
1
Or S'W)= ZAf(W) LAV + ) f(V )]
DFOV) = A () [.D=-1
h ST aw
D= %A [Because f(W)is arbitrary]
Dn+1 =#An+l
From equation (69), we got:
f(n+1)(W) — h(n+1) A(n+1)f(W)

Putting the values of f("“)(W) in equation (67), we got:

F075) =) { o) }[ o A(””)f(W)}

(n+1)!
sy poss | TV VS V)V =V L
FW5) =PV ){ oD M A f(W)}
V _VI’IS —
If P =p
Then
V> =V, =hp

VIV =V = ==V =V ) —h=(hB~h)=h(f-1)

(67)

(68)

(69)

(70)
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Similarly V° =V = h(B - 2)

similarly V° —V* = h(B —n)

Putting these values in equation (70), we got:

BB = DHAB =D RA(B=3)}. oo B-mil 1 o gy
(n+1)! R S

f(VS)—Pn(VS){

This is mathematical expression for estimation of error, if the point lies in the lower half.

8 BACKWARD DIFFERENCE OF SUBSTRATE CONCENTRATION

it (V7,80),V,, 80,7, 82),. (V°,S:) denoted the values of the inverse then Si—SoS2—Si ,
S3—82,54—S3 . Si—Sn-1are called the backward differences of S. These differences are denoted as
VS1,VS2,VSs,........ VS - 1therefore

AS1=51-So0

AS2=82-S1,

AS3=83-3S>2,

ASs=S54-Ss3,

ASn = Sn - Sn -1

WhereV is called the backward difference operator, and V.Si VSz, VSs s , VS, -1 are called first order backward

differences. The differences of the first order difference are called second order backward differences and are denoted

as,V2S2,V?S3,V?S4, V2S5 .....etc.

V?82=VS:-VS:

V?S83=VS3-VS,

V?S4=VSs—VSs

V2S5=VSs—-VSa

In general, the first order forward difference at the " point is
VSi=8i—-8i-1

And the order forward difference at the point is

V/Si=V/Si—V/ 1S4
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8.1 FORMULA FOR BACKWARD DIFFERENCE INTERPOLATION

if £(b), f(b+h),......... , f(b+nh) are be values of inverse function then

VS =b,b+h,..,b+nh

Let £(V*) be a polynomial of degree 1 and let

f(WV*)=Bo+Bi(V® —=b—nh)+B2(V> =b—nh){V° —b(n—1)h}
+ BV —b—nh){VS —b—(n—Dh}{V* —b—(n—2)h} +
........ +B [V =b=nh){V° =b—(n=Dh}....(V: =b—h)

Putting V® =b+nhin equation (71), we got: f(b+nh) = Bo

Again putting V* = b + (n —1)h in equation (71), we got:
fib+(n—1)h} = Bo+ B1h
Bih=Bo— f{b+(n—1)h}

= f(b+nh)— f{b+(n-21)h}

=Af(b+nh)

_ Af(b+nh)
B h

B

Again putting V* = b + (n — 2)h in equation (71), we got:
f{b+(n—2)h} = Bo+ Bi(=2h)+ B2(-2h)(—h)

21°Ba = f{b+(n—2)h} — Bo—2hB:

or2h*B2= f{b+ (n—2)h}— f(a+nh)+2Vf(a+nh) [from equation(72) and (73)]
= fla+(m—=2)h}— f(a+nh)+2[{f(a+nh)}— fla+(n-1)h}]

= fla+(n—-2)h}— f(a+nh)-2f{a+(n—-1)h}
= f(a+nh)=2[fla+(n—-Dh}+ f(a)]
= A’ f(a+nh)
.'.Bzzzz2
1
210

A f (D)

Or A2 =

A’ f(a = nh)

1

E A’ f(a+nh)

Similarly As =

1
nlh"

Proceeding in similar way, we got: 4, =

A" f(a+nh)

(71)

(72)

(73)

(74)

(75)

(76)
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substituting the values of Ao, A1, A2,......... , An in equation (71), we got:

fSY = fla+nh)+2LL f (“) —a—nh)

W(V B R S 1 5 S (77)
.............. +%};’”‘)(VS —a—nh) VS —a— (-} (VS —a—n)
n:

Now let: V° =a+nh+hu
sV —a=nh+hu
VS —a—m-Dh=w+1)h
VS —a—(n—2)h=u+2)h

VS —a—h={u+n-1)}h

Putting these values in equation (77), we got:

A h A? h
fa+nh+hu)= f(a+nh)+ f(“h” ) (uh)+ fz('ahj” ) Y+ Do
Al’l
M( Y+ V... i+ (1 = 1)1}
n'h"
Simplifying, we got:
AZ
f(a+nh+hu) = f(a+nh)+uAf(a+nh)+M{ UADY 4o
2 (78)
A" f(a+nh
%( Yt + 1)t + (n=1)}
8.1.1  ESTIMATION OF ERROR
let ¥V =f(T) be a function defined by (n+1) points(V.',E0),(V;*,E)....... (V°,Ex). When
VOS,VIS,VZS,V; AAAAAAAAAAAAAA VnS are equally spaced with interval /4 and this function is continuous and differentiable (7 +1)
times
The function be approximated by a polynomial Pn(VS) of degree not exceeding a such that
Pu(V?)=Ei [Wherei =1,2,3.......... ) (79)
Since the expression f(V*) = Pu(V*) vanishes for V> =V .V VE VS .. Vs,
Weput f(V5)=Pu(V®)=Kg(V?) (80)
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Where VY=V =V =V D)oo (AR (81)

And K is to be determined in such a way that equation (81) holds for any intermediate values of V'S , say S —ps
[where V> <V <V°).
Therefore from equation (81),

K:f(V'S)—?(V'S)
p(V'"™)

(82)

Now we construct a function f(V*) such that

SV =f7)=Pu(V*)=Kon(V?)
Where K is given by equation (82).

It is clear that
SO =fV)=fV) = (V) = fEH=f*)=0 (83)

Let f(V°) vanishes (n+2) times in the interval VOS <yS<ys ; consequently, by the repeated application of Rolle’s

n

Theorem [20] [21], f'(V'*) mustvanish (n+1)times, /"' (V) must vanish 7 times etc in the interval V> <V <V* |

Particularly, /""" (V*) must vanish once in the interval V> <V° <V'° Let this pointbe VS =W, VS <W <V?5.
Now differentiating equation (83) (7 + 1) times with respect to V'S and puttingV ¥ =W , we got:
f(“l)(W)—K(n +1)!=0

K _ f(n+1) (W)
(n+1)!

or (84)

Putting this value of K in equation (82), we got:

Sy ) =P
(n+1)! (V")

o for-py=L 1) ") p(V"), Vo <W <V}
(n+1)!

Since V'S is arbitrary therefore on dropping the prime on V'S we got:
(n+1) W
FVY-Pu(V®) = wgm(V‘g), Ve <w<v? (85)
(n+1)!
Now we use Taylor’s theorem [22] [23]:

hn
" frWHy+.... (86)

fOV +h) = f(W)+hf'(W)+h?2' L)+ +

Neglecting the terms containing second and higher powers of /1 in equation (86), we got:

JW+h)=fW)+hf ' W)
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Or fv(W) — f(W + h]/)l _f(W) (87)
Or S'w)= %Af(W) [ AfW)=fW+h)—f(W)]
1 p=4
Df(W)—ZAf(W) [--D—dW]
D =%A [Because f(W')is arbitrary]
Dn+1 =iAn+1
hn+1
From equation (87), we got:
f(n+1)(W) — %A(nﬂ)f(W)
Putting the values of f(nH) (Y)in equation (85), we got:
Sy _ Sy _ p(V) 1 o
S)=Pu(V") {(n+1)!}[h(””) A f(W)}
S US\S 1SS 1S s S
SOy P - {(V VYV VYV V)V — Vs )}[ 1o f(W)} -
(n+1)! h
vei-v>
If P =p
Then
V-V =hp

VS—VS =V —h)y=(V° -V )+h=hB+h)=h(B+])

similarly V° =V, = h( +2)

similarly V° = V,* = h(B +n)
Putting these values in equation (20), we got:

BB+ DHRB +DHAB+3)}. oo B+ 1 o gy
(n+1)! oI

f(VS)—Pn(VS){
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OR

P Pu ) = { BBADPB+2)(B+3).cc (B+ n)}[ A 1)

(n+1)!
This is mathematical expression for estimation of error, if the point lies in the lower half.

9 DIVIDE DIFFERENCE OF SUBSRATE CONCENTRATION

S>—8 S3—S8>
it V5,8),(V,82).. (V*,Sx) denoted the values of the inverse function then S IS B
e S A
2 1 3 2
S4—S3 Sn—Snfl .. . H
T SR —5 ;5 are called the divide differences of S . These differences are denoted as
V4 _1/3 Vn Vo

A,S1,A,52,A,8s,.. A ,Sn -1 therefore

Ad&:—S;_Sl,
vy =V
A[,Sz:%,
vy =V,
Adss=%,
V-V,
Sn—Snfl
ASpa=— 2t 2
TSy,

WhereA , is called the divide difference operator, and A, S1 A,S2 A, Ss........ A, Sn -1 are called first order divide

differences. The differences of the first order difference are called second order divide differences and are denoted as

A,S1,N,S2,K,Ss,.. etc.

A S2—A
R Vo L VLU
vy =N
A, S3—A
i ASAS:
a ~ "2
A —-A
A;Ssz—d;; V;’S3
5 V3
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9.1

In general, the first order divide difference at the " point is
Si +1— S[

i+1 i

A,Si=

And the order divide difference at the point is

N N
Vz+j - Vz
FORMULA FOR DIVIDE DIFFERENCE INTERPOLATION

By the definition of divide difference

SO0

ST == 7 (89)
or f(V)=fV )+ =V HFVVy)
Again by the definition of second divided difference

S V) = 7 7)
f(VS,I/OS,I/lS): IO/S_I/ISO 1
or f. V)= fUs W)+ =V f(V Vs 7)) (90)
similarly f(V* V5 V5) = fOS VSV + S =V FOS V5V 75) (01)
I.Droceeding in similar way, we got:
SO VEVE i V)= fVEVEVS . VIOY+WVE=VIHFWVEVE V) (92)

Multiplying equation (90) by (V° = V%),

Multiplying equation (91) by (V° —VOS) (& _VOS),

Multiplying equation (92) by (V* =V5) (V" V%) v V=)
And adding to equation (89), we got:

ST = fTD+ V=V V) + V=V =V SV V) + s
,,,,,,, + V=V =VIYVE VYoo VS =VINFVEVEVS V) + R,

Where R is the reminder and is given by

R =(VS VYV VYV <V oo VE =V [V VEVE o V)

n

If the function f(VS) is polynomial of degree 7, then f(VOS ,VIS,V;, ............. VHS) vanishes so that
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9.1.1 ESTIMATION OF ERROR

Let f(V*)be a real-valued function define 7 interval and (7 +1)times differentiable on(a,b). If Pu(V*)is the

exists & = §(ﬁ)e (a,b)
e V)= £ (v*)-Pu(V7)

:f(lm)(é:) - (W_VS)

(n+1) Ja /

This is mathematical expression for estimation of error, if intervals are not be equally spaced.

10 WHEN THE TABULATED VALUES OF V° = f{S) ARE NOT EQUIDISTANT

AU WA (250 W A4 N f(V5)is to be vales of the inverse function corresponding to arguments

VOS , VIS , st ........ V nS not necessarily equally spaced.

Let £(V°)be a polynomial of degree 7 in V' and since (n+1) values of £(V°) are given so(n +1)" difference are
zero.

Consider:

F =4,V VYV V)V =VY+ AV VYV =V VS =V5)
F A,V VYV =VE)otdVS =V ) e, (93)
..... + AWV -VHVE -V =VE)

Where Ay, Ay, Ay eeecevnei A, all are constants.

Now put VS = OS in equation (93), we got:
SV = A,V =V =V )V =V))
f(75)

SA = 94
N A A W e
Againput V¥ = VIS in equation (93), we got:
f(l/ls):Al(I/'lS_Vls)(VlS_VZS) ........ (Vls—VnS)
s
h f7) o

V7 =V =V eV V)

n
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JAUS!

Similarly ... A, = 96
R e = S VS V)V V) %)

n

Proceeding in similar way, we got:

- £ o
SRR (AT W AR

Substituting the values of A, 4, A, .ccccoeevenrnnne. A, from equation (94),(95),(96),(97) in equation (93)we got:
=YV =V s S 1) s
o s s S s s s f( 0 )+
(Vo _Vl )(Vo _Vz ) -------- (Vo _Vn )
. VS =VIHVE =V ). Vs -v?
V=V =V vy-v’
+(VS ~VHWVE =VE).... Vs -v>)
VE-VIHWVE-V)........ V-V’

V> =VHTE =V, ()

s
7 W =V =V e =V,

f)

; A2 T

fw)

10.1 ESTIMATION OF ERROR

Since the approximating polynomial f(VS) given by Lagrangian formula has the same values

f(VOS)f(V]S)f(Vf)f(Vf)f(Vf) ............ f(VnS) as does T = f(V°)for the arguments V', V*, V', V7,

3

| , VOS the error term must have zeros at these (7 + 1) points.

There for (V5 —VS)Y (VE =VEY VP =VEY V5 =VE ) v, (V*® —V.° ) must be factors of the error
and we can write:

7> =V =V V)V V)0 V) s

F)=f0")+ (ni D) —KWV") (98)

Let x to be fixed in value and consider the function

(x =V x =V )= V)&=V ) =V

W (x)=F(x)~ f(x) ) K1) (99)

Then W (x) has zero x = VOS,VIS,V;,Vf AAAAAAAAAAAAAA VS andV S,

Since the (1 +1)" derivative of the n” degree polynomial £ (V*) is zero.
WD (x)=F"V(x)-KV?) (100)

As a consequence of Rolle’s Theorem [15] [16], the (1 + l)th derivative of W (x) has at least one real zero x = & in the
range V' < &<V}

Therefore substituting x = & in equation (100)
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W (&) =F" (&) -K(1)
or K(p?*)=F"(&)-w"(&)
= FOE)

Using this expression for K (¥ *) and writingout f(V®)

V=V =V =V75)
7y =V V)05 =V)) W =V V)V =V,
N (Vj - Voz)(Vz - I/Iz)""(Vz —Vn}) 5+ V> VOV =)V =V.)

v, =V, =V =V.5) (n+1)!

V> =V V)7 =V)

S+ FVS)+...

[y =

VAR

Where V) < &<V’

This is mathematical expression for estimation of error, if the tabulated values of the function are not equidistant.

11 FORWARD DIFFERENCE OF ENZYME CONCENTRATION

it (V) ,Eo), (V" E)), (V) ,E2)........ (V.F, Ex) denoted the values of the inverse function then Ei— Eo
E—FE\, Es—E>,Es—Es,.... E.— E.-1,FE are called the forward differences of E . These differences are
denoted as AEo, AE1,AE2,AES,....... AE. -1 therefore
AEo=E1—Eo
AE1=FE,—FE1,
AE,=FEz—E>,
AE3s=FEs—E3,

AEn—lZEn—En—l

Where A is called the forward difference operator, and AEo AE1 AE2 AEs ..., AE, -1 are called first order
forward differences. The differences of the first order difference are called second order forward differences and are

denoted as A*Eo , NE\,NE:,NEs,.. etc.
A’Eo=AE1—AEo
A’Er=AE2—AE:
A’E:=AEs—AE
A’Es=AEs—AEs3
In general, the first order forward difference at the i" point is
AEi = Ei +1— Ei

And the order forward difference at the pointis : A’Ei=A’"Ei+1—A’'E;
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11.1 FORMULA FOR FORWARD DIFFERENCE INTERPOLATION

if £(g), f(g+h),........ , /(g +nh) are be values of inverse function then

Let £(V'") be a polynomial of degree 77 and let

fVEY=Go+ Gi(VF —g)+ G(VF —g)VF —g—h)

+As(VE - )V —g—-h)V" —g—2h)+........ (101)
........ +G(VE-g) VT —g—h)... V' —g—(n—-1)h}]
Where Go,G1................ G all are constants [19].

Putting vt = £in equation (101), we got:
f(g) =Go (102)

Again putting Ve = g + h in equation (101), we got:

f(g+h)=Go+Gih
Gih=f(g+h)-Go
=f(g+h)-f(2)

=Af(g)
G :M (103)
h
Again putting V' * = g + 2h in equation (101), we got:
f(g+2h)=Go+ G1(2h) + G2(2h)(h)
[from equation (102) and (103)]
=Go+2hG1+Go+2h°G

Or 21°Ga= f(g+2h)—Go—2hG1

= f(g+2h)—- f(g)-2A1(g)

=f(g+2h) - f(g)-2{f(g+h) - f(g)}

=f(g+2m)-2{f(g+h)+ f(g)}

=A"f(g)
. 1,
SGa= e A f(g)

1 .,

Or GZ:Z!hZA f(g) (104)
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~Af(g) (105)

Similarly G3 = !
3!h

Proceeding in similar way, we got: G = (106)
substituting the values of Go, G1, Ga,......... , G in equation (101), we got:
A
1) =r @+ LDy ) LD gyt gy
'h
A9 i
YT —L (VY VE—g—h)..V —g—(n—-1)h}
Now let V' = g + hu
~VE—a=hu
Vi—g—h=u-1)h
VE—g-2h=(u-2)h
Vi—g—(m-Dh={u—-(n-1)}h
Putting these values in equation (107), we got:
A A?

Flg+hu)= f(g)+1& f(g) (uh) + f(g)( It =)k Ao,

A

f(g)( Yt = )h..... {u— (n—1)h}
Simplifying, we got:
An
f(g+hu)=f(g)+ulf(g)+——== f(g) {fuu-1}+....+ %(u)(u —D.{u—(n-1)} (108)
Also we know that
u™ =uu—-1)u-2)....... {fu—(m-1)} (109)
From equation (108) and (109), we have:
Ll(l) 5 u(z) s u(3) u(")

S(g+hu)=f(g)+ Af(g)T"‘ A f(g)7+ A f(g)?"‘ """ +A"f(g) " (110)
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11.1.1 ESTIMATION OF ERROR

let ¥V =f(T) be a function defined by (n+1) points(V, ,Eo),(V,",El)........ (VF,Ex). When
VOE,VIE,VzE,Vf AAAAAAAAAAAAAA VnE are equally spaced with interval /1 and this function is continuous and differentiable (7 + 1)
times

The function be approximated by a polynomial Pn(VE) of degree not exceeding a such that

P.(V')=E [Wherei = 0,1,2,3.......... n (111)
Since the expression f(V'*) — Pu(V ¥ )vanishes for V" =V V.E VEVE . VE,
Weput f(V")=P.(VE)=Kp(V") (112)
Where (V) =WVF=VEYVE =V )i, VE-VF) (113)

And K is to be determined in such a way that equation (112) holds for any intermediate values ofVE, say yE_pE
[where V" <V <VF).
Therefore from equation (112),
E E
A (UGS
(V")
Now we construct a function f (V' *) such that
SO =fV)=Pu(V )~ Kp(V")

Where K is given by equation (114).

(114)

It is clear that
SO =V = [V )= fF) = fUH=f")=0 (115)

Let (V") vanishes (n+2) times in the interval VOE <VE< VnE ; consequently, by the repeated application of Rolle’s

Theorem [20] [21], f' (V') mustvanish (7 +1)times, /"' (V' *) must vanish 7 times etc in the interval ¥, <V* <V'F.

Particularly, /""(V") mustvanish once in the interval V;} <V* <V? LetthispointbeV* =W,V <W <VF.
Now differentiating equation (15) (7 + 1) times with respect to V£ and puttingV’ © =W , we got:
[ W)-K(n+1)!=0

K _ f(n+1)(W)
(n+1)!

or (116)

Putting this value of K in equation (114), we got:

Uy S0 =P

(n+1)! o(V'")
or F0 =Py =L o) p(V'") Vi <W <V}
(n+1)!
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Since V'¥is arbitrary therefore on dropping the prime on V'* we got:

AU

E E E
(n 1) V"), Vy <W <V, (117)

JH)=P(V*)=

Now we use Taylor’s theorem [22] [23]:

hn
o f"my+..... (118)

tﬂW+m:fWU+MUm+§JNWﬁ- ......... +

Neglecting the terms containing second and higher powers of /1 in equation (118), we got:

JW+h)y=fW)+hf'(W)

or o) = f(W+h2_f(W) (119)
1 E E
Or f'(W)=ZAf(W) [ AF (VT +h) f(V )]
Df (W) =+ A1 OF) D=1
h T aw
D= %A [Because f(W)is arbitrary]
Dn+1 _i n+1
hn+1
From equation (119), we got: "™ (W) = %A("H)f(W)
Putting the values of f("“)(W) in equation (117), we got:
E EN _ (/’(VE) 1 (n+1) }
VE)y—Pu(V") = A w
S5 = Pr®) Lm)!}[h(m) £00)
FE)- Pn(VE){(V VO =V E V)V F -V )}[ Lo f(W)} (120)
(n+1)! /R
If d ;V” = Then:
VE-Vy=hB

VE-VE=VE -V =iy=(V" =V{)=h=hB~h)=h(B-1)
Similarly V¥ =V} = h(f - 2)

Similarly V5 —V* = h(f —n)
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Putting these values in equation (20), we got:

(hB)Sh(B-D) h(B=2){ 1 h(L—=3)} e (B—n) 1 i1
PR DN e

fUH)=PuV") =

This is mathematical expression for estimation of error, if the point lies in the lower half.

12 BACKWARD DIFFERENCE OF ENZYME CONCENTRATION

If (VOE,Eo),(VlE,El),(VzE,Ez), .......... (VnE,En) denoted the values of the inverse then E2—FE1 , Ei—E2,
Es—Es, ... E.—En.-1 are called the backward differences of E . These differences are denoted as
VEi,VE>,VEs3,...... VE. -1 therefore:

AE1=FE1—FEo

AE»=FE>—En,

AE:s=FE3—E>,

AE+s=Es—Es,

AE=En—En-1

WhereV is called the backward difference operator, andVE1 VE2 ,VE3 ......... ,VEu -1 are called first order backward
differences. The differences of the first order difference are called second order backward differences and are denoted

as,V’E2,V’E3,V’E4,V’Es......etc.
V?’E:=VE.-VE1
V?’Es=VEs;-VE,
V?’Es=VE4-VE;
V?Es=VEs—VEs
In general, the first order forward difference at thei” pointis: VEi=Ei—Ei-1

And the order forward difference at the point is: V/E=V''E -V Ei -1

12.1 FORMULA FOR BACKWARD DIFFERENCE INTERPOLATION

If f(k), f(k+h),....... , f (k + nh) are be values of inverse function then: V* =k k + h,....., k + nh
Let (V") be a polynomial of degree 71 and let
fVY =Ko+ Ki(VF —k—nh)+ K2(VE —k —nh){V* —K(n—1)h}
+Ks(VE —k—nh){V* —k—(n—-1)h} (121)
WV —k—(n-2)h}+ ... + K[V —k—nh){V* —k—(n—1D)h}....(V" —k—h)
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Where Ko, K1, K2............... K all are constants [19].

putting V'* =k + nhin equation (121), we got: /' (k + nh) = Ko (122)
Again putting V' =k + (n —1)h in equation (121), we got:
flk+(n—-1)h} =Ko+ Kih
Kih=Ko— f{k+(n—-1)h}
= f(k+nh)— f{k+(n-21)h}
= Af (k +nh)

Af (k +nh)
h

Ki= (123)

Again putting V'* =k + (n — 2)Ah in equation (121), we got:

Flk+(n=2)ht = Ko+ Ki(=2h) + K2(=2h)(=h)

20 K> = f{K +(n—2)h} — Ko—2hK:

or2h’K2 = fl{k+(n—2)h}— f(k+nh)+2Vf(k+nh) [from equation(122) and (123)]

= [k +(n=2)h) — f(k +nh)+2[{f(k +nh) — fik+(n—1)h}]
= [k +(n=2)h) — f(k +nh)=2f{k +(n—1)h}

= f(k+nh)=2[ f{k+(n—=D)h}+ [ (k)]

= A2f (k +nh)

S K=

thAf(k)

Or K>= A’ f(k = nh) (124)

Z'h2

Similarly K3 =

(125)

Proceeding in similar way, we got: K, =

(126)

substituting the values of Ko, K1, K2,......... , K in equation (121), we got:
A
FVE)= fk+nh)+—=2—= f(k) —k —nh)

A f(k+nh)
211

+A f(k+nh)
nlh"

VE—k—nh){V* —k—(n—Dh}+........... (127)

VE—k—nh){V* —k—(n—-Dh}...(V* —k—n)
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Now let: V' =k +nh+ hu
s VE—k=nh+hu
—k—(n—-Dh=w+1)h
—k—(n—=2)h=(u+2)h

—k—h={u+n-1)h

Putting these values in equation (127), we got:

L+ nh+huy = £+ niy+ L EE gy A fz(f‘hj ) )+ Db
A
M( )t + V...t + (= 1)1}
n'h"
Simplifying, we got:
fk+nh+hu)= f(k+nh)+ulf(k+nh)+ M{ (u+1)}+...
(128)
A" f(k+nh
L( Y+ 1)+ (n—1)}
12.1.1 ESTIMATION OF ERROR
let ¥V =f(T) be a function defined by (n+1) points(V, ,Eo),(V,",E)........ (VF,Ex). When
VOE,VIE,VZE,V;E AAAAAAAAAAAAAA VnE are equally spaced with interval /1 and this function is continuous and differentiable (7 + 1)
times
The function be approximated by a polynomial Pn(VE) of degree not exceeding a such that
P.(V')=Ei [Wherei =1,2,3.......... ] (129)
Since the expression f (V' *) — Pu(V'*) vanishes for V" =V V.E Vi VE . Ve,
We put fVY-P.(VE)=Kop(V*) (130)
Where VY=V =VOYVE-VE ). vt -vh (131)

And K is to be determined in such a way that equation (12) holds for any intermediate values of V'E, say vE_p*E
[where VE <1 < VnE l.

Therefore from equation (130),

A AULD
(V")

(132)
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Now we construct a function f (V' *) such that

SO = fP) =PV ) =Ko (V'")
Where K is given by equation (132).

It is clear that
SO =T =) =) = e, fUH=fV")=0 (133)

Let (V") vanishes (n+2) times in the interval VOE Vi< VnE ; consequently, by the repeated application of Rolle’s

Theorem [20] [21], f'(V'?) mustvanish (7 +1)times, /"' (V' ¥) must vanish 7 times etc in the interval ;- <V* <V'F.
Particularly, /""(V*) mustvanish once in the interval V' <V* <V* Letthispointbe V> =W, VS <W <VF.
Now differentiating equation (133) (7 + 1) times with respect to VE and puttinglV * = W, we got:

fUPW)-K(n+1)!=0

K= f(n+1) (W)

or (134)
(n+1)!
Putting this value of K in equation (132), we got:
Sy _f@-pP)
(n+1)! o(V'")
(n+1)
o fy-rry=L—Bpgey i<y
(n+1)!
Since V'¥is arbitrary therefore on dropping the prime on V'* we got:
(n+1)
fVE-P.(VF)= w(plaﬁ), Vy <W<VF (135)
(n+1)!
Now we use Taylor’s theorem [22] [23]:
h? h o,
f(W+h):f(W)+hf'(W)+;f"(W)+ ......... + n'f W)+..... (136)
Neglecting the terms containing second and higher powers of /1 in equation (136), we got:
JW+h)=fW)+hf'(W)
or f V(W) — f(W + h]z - f(W) (137)
1
Or VAUSE ZAf(W) AW =fW +h)— f(W)]
DIOVY = A7 (0) D=2
h o aw
1 . :
D= ZA [Because f(W)is arbitrary]
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1
=D =t A"
F . . (n+1) _ 1 (n+1)
rom equation (137), wegot: [ (W) = P A"V fF(W)

Putting the values of f(”H) (Y)in equation (135), we got:

FVE) —PV*) = {‘W )} [ him A“’”’f(W)}

(n+1)!

PN KA 7 U 40 U 0 X U 7 B | I e
S5y =Py )—{ e M et f(W)}
If # = [ Then:

VE-Vi=hp

VEVE =VE—-(VFE—h)y=(V" -V )+h=(hB+h)=h(B+])
Similarly V" —V* =h(B+2)

Similarly V' —V," = h(B +n)

Putting these values in equation (138), we got:

. eo | BIRB+DIH B+ A(B+3)} oo {(B+m} [ 1
SV =Pu(V")=
(n+1)!
OR
+1)(B+2)(F+3)........ +n e
(n+1)!
This is mathematical expression for estimation of error, if the point lies in the lower half.
13 DivIDE DIFFERENCE OF ENZYME CONCENTRATION
E E E . . E2—Ex
if (V,",E),(V, ,E2)......... (V' , En) denoted the values of the inverse function then ————,
2 "1
Es—E>
-t
Es—FEs

Ao
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En—En—l

— 5, are called the divide differences of E . These differences are denoted as A, E1, A E:2,
Vn _anl
AJEs,.. A En - 1therefore
E—F
AEi=———",
V, ="
Es—F
AEr=—""2,
iy =V
Ei—FE
AEs=—"22,
Vi,
Ei—En-
AdEnfle—El
Vn _anl
Where A, is called the divide difference operator, and A, E1 A, E2 A Es ......... A, En -1 are called first order divide

differences. The differences of the first order difference are called second order divide differences and are denoted as

NE\,N,E2,NE3,.. etc.

A2E - AE2— A E1
d - E E
iy =N
AE, = AEs—A k>
d - E E
Vv,
A2 Es— AEa—A Es
d - E E
Ve =V;
. o A Ei+1-Ei
In general, the first order divide difference at thei ™ point is: AEi= 7 -
V.=V
i+1 i
; ATEic1—ATE;
And the order divide difference at the point is: AN Ei= - -
V.. -V
i+j i
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13.1 FORMULA FOR DIVIDE DIFFERENCE

SUOLT)
VE _VOE

Or fOHY =T+ =V 1)

By the definition of divide difference: f(V*,V) )=

E 1/E E 1/E

Again by the definition of second divided difference: f(V* V., V") = S ’VIO/E) IJ;EVO )
"

or fVEVE) = f VD + =V fFE V)

simitarly £ (V2 VEVE) = fVEVEVE + (F =V [0 VEVEVE)

Proceeding in similar way, we got:

fVEVEVE V) = fVE VTV VYV =V VT

Multiplying equation (140) by (V* = V%) ,

Multiplying equation (141) by (V" =V,7) (V* -V "),

Multiplying equation (142) by (V* = V") (V5 =V") v vE-rr)

And adding to equation (139), we got:

STY=fTO+T =V ST V) + =V =V STV V) +
....... +(VE—VOVE-VEYVE V)V =VENFVEVEVE L VE)+R,

Where R is the reminder and is given by

R =" =VOV" =VOYV =V =V fO V)

13.1.1 ESTIMATION OF ERROR

(139)

(140)

(141)

(142)

Let f(V*)be a real-valued function define 7 interval and (n+ 1)times differentiable on(a,b). If Pu(V *)is the

exists & = §(ﬁ)e (a,b)
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e VE) = (VF)- o (VF)

_f(“l)(é) Y(E 1 E
ey L077) -

This is mathematical expression for estimation of error, if intervals are not be equally spaced.

14 WHEN THE TABULATED VALUES OF V' = f(E) ARE NOT EQUIDISTANT

i LV SV fVS )eeeeonee f(V P )is to be vales of the inverse function corresponding to arguments

VOE , VIE , VzE ........ V nE not necessarily equally spaced.

Let £(V") be a polynomial of degree 72in ¥* and since (1 +1) values of /(¥ ) are given so (1 +1)" difference are
zero.

Consider,

FVEY=A,VE=VEYVE VYoo VE=VE)
+AWVE-VAHVE-V))........ VE-VE (144)
+AVE-VEOYVE-VE)........ VE=VE)H i,
et A VE=VEOYVE -V ... VE-VE)

Where A, A, Ayeeeeeeneinnee. A, all are constants.

Now put V' * = VOE in equation (144), we got:
f(VoE) = 4, (VOE - VlE)(VoE - VZE) ------- (VOE - VE)

S

= (145)
TV VEOVE Vel VEVE)
Againput V¥ = VIE in equation (144), we got:
SV = A,V VOV =V )V =V,
_ J{09) e
1
V=V =V (VE =V
E
Similarly ", 4, = — 7 f(V; ) - - (147)
Vy =V, =V )Wy =V,0)
Proceeding in similar way, we got:
VE
T (143)
¥, =V, =V )V, =V,0)
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Substituting the values of A, 4, A, ..cccceeuv e A, from equation (145), (146), (147), (148) in equation (144) we got:
VE—VEYYVE =VE).... VE— o VE—VEYVE -VF).... vE_VE
Vy =VH)Vy =V ) Vv, - V=V =V ) (A4
v V v V ........ v V
( X ) ( - )f( v, ) ..........................................................

(V VOV =V (VS =VF)
+(V —VOVE =V (VF VEl)
VE-VEVE-VEY.....(VE -

n

f(

14.1 ESTIMATION OF ERROR

Since the approximating polynomial f(VE) given by Lagrangian formula has the same values

f(VOE)f(VlE ) f(VZE ) f(V3E) f(Vf) ............ f(VnE) asdoes T = f (V") for the arguments V" , V., V] ........ £ the

error term must have zeros at these (7 + 1) points.

There for VE —VEYWVE VYWV E VYV E =V ) i, (V*® —V') must be factors of the error

and we can write:

V=V VOV VOV V)V =V)

FV5=fV")+ KWV") (149)
(n+1)!
Let x to be fixed in value and consider the function
E E E E E
(n+1)!

Then W (x) has zero x = VOE,VIE,VzE ,V3E AAAAAAAAAAAAAA VnE andV £ .
Since the (1 +1)" derivative of the n” degree polynomial £ (V") is zero.

WD (x)= F"Y(x)-KVF) (151)

As a consequence of Rolle’s Theorem [15] [16], the (1 + l)th derivative of /W (x) has at least one real zero x = & in the
range V) < &< Vf

Therefore substituting x = & in equation (151)
W)= FU &)~ K ()
or KW )=F"D(&)-w" (&)
= FU"(8)
Using this expression for K (V'*)and writingout f(V'")

VE-VEYVE -VE)..vF =V

V2=V =V W =V) e

yEy= yEyy—— 027 T2V n W Ey 4+
1) <VOE—mE><VoE—VQE>...<VOE—V,,E>f(°)+<VIE—VOE><V1 V) (Vf—%f)ﬂl)+
VE-VEOVE-VEYWVE-VEY . o VE-VEVE-VE)WE =VE) o

"""" T VE VEVE VE)F —V,,E,l)f v (n+1)! e
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Where V) <E<VF

This is mathematical expression for estimation of error, if the tabulated values of the function are not equidistant.

15 CONCLUSION

The higher order differences become smaller in size. Further, in the forward and backward interpolation, the n" order
difference is divided by 7!, thereby further reducing its contribution to the value of the interpolation function. If the
function happens to be a polynomial of degree 7, then the n"™ order difference would be constant and the (n+1)and

higher differences would be zero. Derived formulas are useful to obtaining intermediate values of the Temperature,
substrate concentration and enzyme concentration. Mathematical expressions are useful to estimation of the errors in the
formulas for obtaining intermediate values of the Temperature, substrate concentration and enzyme concentration. All
formulas and expressions are worked in 7 limit which is the optimum limit.
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