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ABSTRACT: This paper deals with the multi-objective single-machine scheduling problem in agro-food industry. To solve this
problem, a new hybrid algorithm is proposed. This new algorithm named SHGA/SA is composed of two well-known
metaheuristics: genetic algorithms and simulated annealing. The results show that our new approach can be used to solve
the single-machine scheduling problem efficiently and in a short computational time. Also, the results show that the hybrid
algorithm outperforms both the GA and SA.
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1 INTRODUCTION

A scheduling problem is a combinatorial problem which distributes tasks to resources in order to achieve a definite
performance measure. In scheduling problem, one or more purposes must be accomplished; the resources are limited and
should be shared by tasks. It can also be defined by the manufacturing environments like single-machine, job-shop, flow-
shop and open-shop. In this paper, we deal with a single-machine environment, an NP-hard in the strong sense [1], [2], [3].

Over the years, metaheuristics has shown their adaptability and their efficiency to solve scheduling problems, these
include simulated annealing [4], tabu search [5] genetic algorithm [6] and colony optimization [7], particle swarm [8]. Besides
exploring metaheuristics, the researchers have switched to consider another type of high level algorithms. These algorithms
combine metaheuristics and/or other methods to obtain hybrid metaheuristics. The aim of hybridization is to exploit the
combined methods in order to achieve better results for the optimization problem in terms of quality of the solution and the
execution time.

Three main aspects are taken into account: the type of methods to hybridize, the level of hybridization and the execution
sequence [9] [10]. The first refers to the type of the methods to be hybridized, it might be: combining two metaheuristics or
metaheuristics with exact method. Hybridization is low level when a given function of a metaheuristics is replaced by
another metaheuristics. On the other hand, when the different metaheuristics are self-contained and there is no direct
relationship to the internal workings of a metaheuristics, it’s a high-level hybridization.

For the third aspect, there are three different execution sequences: the sequential hybridization where a set of
algorithms is applied one after another, each one using the output of the previous one as its input, the parallel synchronous
hybridization where some metaheuristics or exact methods are used as an operator of another method and the parallel
asynchronous hybridization which involves several search algorithms performing independently and cooperating to find a
global optimum.

In this study, a sequential high-level hybridization is considered and two metaheuristics are taken in account Genetic
Algorithms (GAs) and Simulated Annealing algorithms (SA). The proposed algorithm will be tested on a single machine
scheduling problem in agro-food industry with the objectives to minimize the completion time, the expiration cost of product
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and the distribution discount coast. In addition, the proposed algorithm will be compared with genetic algorithms and
simulated annealing developed by us in earlier studies to evaluate the effectiveness of the new algorithm.

The remainder of the paper is organized as follows. In Section 2, we briefly present the single-machine scheduling
problem in agro-food industry considered in this work. In section 3, the proposed hybrid method is presented, followed by
the implementation of SHGA/SA in section 4. The experimental study and some computational results are given in Section 5.
We conclude in Section 6 with some remarks and indications for future work.

2 PROBLEM DESCRIPTION
In this section, we describe the problem formulation and the notations used in this paper. Scheduling problem, as defined

by Baker [11], is a combinatorial problem that assigns tasks for resources, over a timeline.

In this paper, we deal with a single-machine scheduling problem in agro-food industry. In agro-food manufacturing,
similarly to other industries workshops, each product has a particular release and due date. Though, these products have
other particularities, as the validity date limit, which make their production systems different [12].

The objectives taken in account for our agro-food workshops are:

e the makespan,
e the cost minimization of expired products,
e the minimization of the time intervals between the finishing date and expedition date.

We use the following notation:

[0) : jth operation of product i

effective starting time of O[j

7 . earliest starting time Ol.j
iz . latest starting time Ol.j
2 : processing time of O[j
P . end-product number i
? :
Cip k" component used by Oi/.
Vi . validity date limit of the component
i :
CP_ . ending processing time ofPi
p;iv :  income of the component ¢;;
dﬁ” . delivery date of P,
vaI_ . lifespan of P,
dr, . backdelay of P
d;" : unitsale price P
C;,_‘k . storage cost by time unit ofPi

The criteria C1, C2 and C3 considered in this paper are:

e the completion time of the last job to leave the system,

C1=C,,, =max(C, ) )

X I<izn i
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e the expiration cost of product,

max(0,z.. —v.
y

2= ZZZP;;V Uk) ()
ijk Y (t..—v.. )
i ik

e the distribution discount costs,
pven

C3=Zmax(0 dlv _c Jx L+cﬁk @
i Pz Pl DVP. _Drp_ Pl

1 1

These criteria have to be optimized in order to minimize the objective function F, expressed as follow:

F=aCl+a,C2+a,C3 @)

such that: o; > 0,i=1,2,3and o, +, +a; =1

where a,, o, and azrepresent the confidence coefficients that privilege one function instead of another.

In this paper, a trade off between several criteria is optimized while at the same time respecting the following constraints
of the problem [13]:

e the precedence constraints: resulting from products routing,

e the disjunctive constraints: when a resource is required by several tasks at the same time.
3 HYBRID OF GENETIC ALGORITHMS AND SIMULATED ANNEALING
31 BACKGROUND ON THE HYBRIDIZATIONS OF GAS AND SA

GAs and SA are both known as efficient approaches toward problem solving including the single-machine scheduling. GAs
is a population-based method that begins with a population of solutions in parallel, although it has poor convergence
properties. The SA has better convergence since it is a single-based method.

In this regard, many researches aimed to combine GAs and SA to have a more efficient optimization method with a good
convergence. Chen and Fen [14] proved that combining of GAs and SA had better performance for ten difficult optimization
problems than either GAs or SA independently. Based on parallel simulated annealing in [15] [16], Baydar[17] proposed a
parallel simulated annealing using the survival of the fittest method. Wanget al. [18] developed a new hybrid of GA and SA
which incorporate simulated annealing into genetic algorithms to escape from local optima.

3.2 THE PROPOSED HYBRID METHOD: SHGA/SA

The different approaches to hybridize GAs and SA defined in section ll.1had its own efficiencies since the good
characteristics of each metaheuristics are maintained. In this paper, a new hybrid method based on GAs and SA, SHGA/SA is
proposed. The SHGA/SA is a sequential hybridization using the genetic algorithms to realize a good exploration and the
simulated annealing for the exploitation task. The sequential hybrid algorithm considered here pipelines the GAs and the SA.
The SA is applied after the GAs to exploit the result of the previous exploration of the search space by the GAs.

The issue of SHGA/SA is on deciding when to stop the GAs and trigger the SA, and which individuals must be selected for
the SA to act on. The solution adopted is to wait for the stabilization of the fitness in the population of the GAs. Then the best
individuals are the starting points of the SA. The proposed hybrid sequential GAs and SA mechanics is schematically
presented in figure 1 and the flow chart of SHGA/SA in figure 2.
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Fig. 1. The scheme of SHGA/SA

The steps of SHGA/SA are as follows:

Step 1: standard implementation of the GAs to resolve a multi-objectives single-machine scheduling problem: The first
population of solutions is generated randomly. Fitness is used to select the better solutions from the current population. The
offspring populations undergo the operations of crossover and mutation in order to create a population of new solutions.
The process is repeated until a good solution is met.

Step 2: implementation of the TS sequentially after the GAs: use the best individual found in the final population from
step 1 as the initial solution. Set the initial temperature, then a loop is started until the threshold is reached: a neighbor is
selected by making a small change of the current solution; using the Metropolis rules, the move to the neighbor is accepted
or not; afterwards the temperature is slowly decreased until the thermodynamics equilibrium is met.
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Fig. 2. SHGA/SA flowchart
4  |MPLEMENTATION DETAILS OF SHGA/SA

In this section, the details of the proposed method SHGA/SA is presented. Choosing the appropriate parameters is in
important step in the design of algorithm. In fact, a good configuration could lead to the global optimum in a short time while
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a worse setting could get the algorithm trapped in a local minimum or waste a long time running before finding a good
solution.

Also, to efficiently solve the scheduling problem, it is important to select a proper solution representation. Indeed, the
solution representation of a combinatorial optimization problem had a significant impact on the final outcome solution
scheme, and should not only depend on the special characteristics of the problem itself but on the solution method as well
[19].

4.1 THE SOLUTION REPRESENTATION:

In literature, we found two ways to represent a schedule: indirect and direct. In indirect representation, the chromosome
contains an encoded schedule. A decoder is needed to transform the chromosome into a feasible schedule [20], [21].With,
the direct representation, the chromosome represents the scheduling. The coding scheme taken is direct representation. It’s
inspired by the List Operations Code (LOC) proposed by Kacem [22].

The LOC representation guarantees to obtain a feasible solution after the crossover and mutation operations. Each
chromosome is represented by a set of genes which defines the rank, the release time, the processing time and the latest
finishing time of operation. The figure 3 shows the coding scheme.

sl Pirtin | %' P72 %" Pip Vi

Fig. 3. Coding scheme
4.2 THE INITIAL POPULATION

In the literature, there are different methods and heuristics to generate the initial population [23]. Among these
methods, we choose to generate randomly the initial population. A random number generation is executed to have initial
sequences.

4.3 THE SELECTION OPERATOR

After the fitness of each chromosome is calculated, the second step is to select the better chromosomes for the crossover
and mutation step. Though, there are many selection methods like the roulette wheel selection, the tournament selection
and the rank selection. Goldberg and Deb show that the tournament has better convergence and time-complexity properties
than the others [24]. Hence, the tournament selection is taken as the selection operators for our algorithm.

Its principle consists in randomly selecting a set of n individuals. These individuals are then ranked according to their
relative fitness and the fittest individual is selected for reproduction. The whole process is repeated N times for the entire
population. The crossover selection

In this step, two chromosomes are randomly selected for the crossover. Several methods exist for the crossover; although
Murata et al. reported that the two-point crossover gives successful results in scheduling problems [25]. Thus, our hybrid
method applies the Two-point Crossover to mate chromosomes.

4.4 THE MUTATION OPERATOR

The mutation is a random change that can be applied to avoid premature convergence. In this study, we apply the
Random Sequencing Mutation which consists on exchanging two random genes of a solution set.

4.5 THE INITIAL TEMPERATURE

The initial value of the temperature parameter is an important feature for the success of the algorithm.

A low initial temperature can restrict the search only in the region around the starting point. On the other hand, a too
high starting temperature will keep the algorithm searching over the model space during a large number of iterations. Thus,
we will waste a valuable computational time.
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In this study, the starting temperature T, can be calculated by conducting an initial search in which all increases are
accepted and calculating the average objective increase observed <Af> [26]. Ty is given by:
—|< Ar>|

T=exp| — 5)
0

Where T is the acceptance probability.
4.6  THERMAL EQUILIBRIUM ACHIEVEMENT

At each iteration of the thermal equilibrium loop a new perturbed model is computed according to the perturbation
scheme. This model is then accepted or rejected according to the acceptance criterion and a new iteration begins. This
process is repeated until it is considered that ‘thermal equilibrium’ is reached. For the developed method, we choose to
decrease the temperature after a certain number of transitions at each temperature.

4.7 COOLING FUNCTION

It defines the way in which the temperature is going to be decreased. It is also an important parameter in the success of
the search. A very low cooling schedule will waste a valuable computational time to reach the global minimum. On the other
hand, a too fast cooling schedule can get the algorithm trapped in a local minimum. In this study, we choose the geometric
schedule:

T, =oa.Ty (©6)

+1 7
Where a is constant number between 0 and 1.
4.8 THE STOP CRITERION

The stop criterion or threshold is to wait until a certain defined number of acceptances is not achieved for some number
of successive temperature values.

5 COMPUTATIONAL EXPERIMENTS

To demonstrate the effectiveness of the SHGA/SA, we compared the performance of our approach with the
performances of GAs and SA. In addition, in order to prove that the proposed algorithm works well, single-machine
scheduling problems in agro-food industry with the objective to optimize the three criteria C1, C2, and C3 are taken from [27]
for benchmark tests.

5.1 THE PARAMETERS CONFIGURATION OF SHGA/SA
The parameters taken in consideration in our algorithm for the optimization process are summarized in table 1. These

parameters are the population size, the iteration number, the crossover rate, the mutation rate, the initial temperature, the
number of transitions at each temperature, the cooling function factor a and the stopping criterion.
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Table 1. SHGA/SA parameters

Benchmark 1 Benchmark 2
Population size 10 30
Iteration number 100 200
Crossover rate 0.7 0.7
Mutation rate 0.01 0.01
Initial temperature 75 96
Number of transition at each temperature 10 20
Cooling function factor 0.9 0.25
Stopping criterion 0.9 0.25

5.2 RESULTS AND DISCUSSION

Taking into consideration the data from benchmark tests, the completion time, the expiration cost of product and the
distribution discount are calculated using the expressions (1), (2) and (3) and the confidence coefficients a,, a, and a5 are
respectively equal to 0.4, 0.1 and 0.5.

The figures 3 and 4 show respectively the fitness progress for Benchmark 1 and Benchmark 2 using GAs, SA and SHGA/SA.
The x-axis is the number of iterations while the y-axis shows the current solution at that iteration. In addition, the arrows
show the global minimum obtained in each method for each benchmark. E.g. for Benchmark 1, SHGA/SA converges at the
118" iteration and finds a global minimum equal to 17.

From fig 3 and 4, it can be seen that SHGA/SA performs more efficiently than GAs or SA. For example, in figure7, we see
that the global minimum is obtained after 118th iteration with SHGA/SA. While for the same benchmark and under the same
condition, we have to wait respectively until the 180th iteration and the 250th iteration with GAs and SA to find the global
minimum.
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Fig. 4. Evolution process for the benchmark 1
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Fig. 5. Evolution process for the benchmark 2

The computational results for the Benchmark 1 and Benchmark 2 using SHGA/SA are detailed in table 2 below. We show
the objective function, convergence point and the CPU computation time. A low objective function indicates a more optimal
solution. The convergence column is the number of iterations till a final solution is reached. The CPU time is expressed in
seconds.

In this table, we also show the computational results for GAs and SA as a comparison.

Table 2. Computational results

GAs SA SHGA/SA
F Convergence | CPU F Convergence | CPU F Convergence | CPU
Benchmark1 | 24 | 180 8.669 | 26| 250 2.116 17 | 118 2.374
Benchmark2 | 83 | 374 68.356 | 93 | 420 28.210 | 49 | 261 22.022

The results from table show that, for Benchmark 1, SA has the fastest CPU time but finds the worst solution between the
3 algorithms. SHGA/SA runs in a comparable time to SA (in fact slightly slower) and finds the best solution. For Benchmark 2,
SHGA/SA is faster than the other 2 algorithms in terms of CPU time and finds the best solution. The results indicate that the
performances of SA were significantly improved when the sequential hybridization technique was applied.

Using table 2, we can also have a closer look at the speed difference between the different methods used. Methods SA
and SHGA/SA run in comparable times. For Benchmark 1, the difference between SA and SHGA/SA is less than 1 second while
for Benchmark 2, it’s less than 7 seconds .GAs is slower than the other 2 methods. For Benchmark 1, the difference is 6.5
seconds compared to SA and 6.5 second compared to SHGA/SA wile for benchmark 2, the difference is about 40.2 seconds
compared to SA and 46.3 seconds compared to SHGA/SA. The results indicate that the performances time of GAs were
significantly improved when the sequential hybridization technique was applied.

In conclusion, the hybrid method is more efficient than the classics GAs or SA. It finds a better result with an acceptable
time convergence and a fast time completion. This efficiency can be explained by the fact that the hybrid method keeps the
good characteristics of GAs and SA and overcomes their weaknesses when we combine them.

6 CONCLUSION

In this paper, is proposed a hybrid sequential GA/SA algorithm for the single-machine scheduling problem in agro-food
industry. The hybridization follows a high level approach in which GAs followed by SA is applied. The objective function
considered is that of three objectives in which the distribution discount costs and the makespan are primary objectives and
the expiration cost of product is a secondary one.
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To test the performance of the proposed hybrid algorithm, experiments were carried out on a single machine scheduling
problem in agro-food industry. Computational results show that the combined GAs and SA outperform the GAs and SA
applied separately in solution quality.

The experimental evaluation also shows that combining GAs and SA give better computational effort than GAs or SA
alone.

Consequently, following the experiments in the single-machine scheduling problems in agro-food industry, the results are
very satisfactory and convincing and we except to apply the SHGA/SA to other complex machine environments like job shop
and other combinatorial problems in near future.
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