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ABSTRACT: The Question Answering Systems (QASs) use method of information retrieval and Information extraction to 
retrieves documents that contain special answers to the question. One of the existence problems is finding the desired 
information from this very high variety. For this reason, it is necessary to find ways for organizing, classification and retrieving 
of information. Question classification plays an important role in providing a correct answer on QASs because giving a bunch 
of formulated questions to provide the correct answer from among the many documents will be highly effective. The aim of 
classification is selecting suitable label for questions based on the expected response. In this paper, we investigate the effect 
of automatically classifying questions on machine learning algorithms. In this paper, we will explain different types of 
algorithms and compare and evaluate them and next we will investigate the existence algorithms' weakness and advantage 
in question classification. As a result, in the past most classification was done based on sets of words that many studies show 
that to maximize the efficiency of the classification of algorithms we require semantics and in the questions we should 
looking for feature that be close to the meaning of questions. A great deal of research proposed to analysis and to classify 
emotions and to extract knowledge from them and to classify them using semantic and linguistic knowledge but it still 
requires a lot of research and development. 
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1 INTRODUCTION 

In the present era, that is called the information age; there is a lot of information available to users, and there is the vast 
expanse of the information on the World Wide Web (WWW) that to this vast volume add lots of users from all over the world 
every day. One of the existence problems is finding the desired information from this very high variety. For this reason, it is 
necessary to find ways for organizing, classification and retrieving of information. Another method is the use of systems for 
retrieving information which provide users with necessary documentation [1], [2]. Using a common information retrieval 
system, users are confronted with a large number of documents that the reading of all the documents to find the information 
is very time consuming and frustrating. 

For example, when we present the question in search engines, information retrieval systems usually retrieve documents 
that contain the keywords, while the user desired to know the real answer to his question. For example, if you write a search 
engine "Who was the first Iranian woman to go into space?" The real answer of the user is "Ms. Anousheh Ansari," but 
retrieval system retrieves many documents that include the words "first", "Iran" and "space" [1], [3], [4]. Text retrieval 
conference (TREC), holding worldwide aims at comparing the information of retrieval systems by business groups and 
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academic. Participating systems perform the same queries and retrieve relevant documents. Results are evaluated manually 
in a separate QAS and the assessment is carried in the so-called separate QAS. The Text Retrieval Conference has started with 
this purpose in [1], [4]. If search engines were able to receive the user ' question in the form of a question in natural 
language, understood with minimum redundancy and maximum precision, and respond to the massive volume of retrieved 
documents, we were not faced with the problems in the retrieval systems. In this regard question classification, which is 
categorized by putting questions in a sense, plays a key role in this system [3], [4]. 

Whatever questions be classified more accurately, QAS' comprehension of the question will be more understandable and 
thus achieving the correct answer will be easier. For example, the question "Who was the first Iranian woman to go into 
space?" If the system detects that the application is a name 1 –the search range is reduced due to this knowledge. 2 - 
Retrieved documents are also greatly reduced. Question Classification plays an important role in the performance of systems 
in most categories of QASs [5], [6].  

This paper has been organized as follows: next section is introduction question classification concepts and its methods. 
Section 3 and section 4 discuss about question answering systems and machine learning and its techniques, respectively. 
Section 5 is a discussion and comparison of presented techniques such as decision tree, artificial neural network, support 
vector machine ant etc. In the section 6, we present the results of this research. 

2 QUESTION CLASSIFICATION 

Nowadays, the problem of classification is one of the issues and many of them can be solved under this classification. One 
of the issues raised by the issue of classification is machine learning. Different ways has been proposed to solve classification 
problems in machine learning. In these methods, algorithm learns to predict expected response of users based on packing. 
Questions classification is a Boolean value (true or false) as ordered pairs	< ��, �� >	∈ �	 × � , where Q is a set of questions 

and � = {��, ��,… , �|�|} is a pre-defined set. If question q�	belongs to group c� it is dedicated to the Boolean value true (True) 

< q�, c� >. Otherwise it is dedicated to false Boolean (False) [3]. 

 In other words questions classification, placing those classified items in several semantic categories, regarding the 
possible answer [1] is in fact, the prediction of  expected response according to the type of user s' response [7]. If the 
algorithm is able to correctly identify the type of responding meaning, it will be reach accurately to the correct answer 
question classification can be classified into two main groups; one based on rules and features, and the other based on 
machine learning [7]. 

2.1 QUESTION CLASSIFICATION BASED ON RULES 

This kind of question classification induces semantic and syntactic rules write the rules manually and give them to 
algorithm based on expected language. For example, the questions start with terms like 'who' or 'whom' replaced in 'human' 
group. question classification apply based on these rules and regarding the rules that written manually, and regarding the 
syntax and features of language, but these process need cost, extra time and hardworking which shows systems based on 
this method are not free from error [8]. 

2.2 QUESTION CLASSIFICATION BASED MACHINE LEARNING  

Since presenting all syntactic and semantic rules of a language to algorithm is a cumbersome task, for this reason 
different types of algorithms are made that can receive different examples and have the learning ability and can preview the 
user' expected response easily. Using machine learning, we can generate systems that includes thousands features of 
questions and do classification those questions automatically. This action increases the productivity rate of QAS that will be 
discussed in the following briefly [4], [7].  

3 QUESTION ANSWERING SYSTEMS 

These systems are the systems that let users to say their answers in natural language and reach to their expected answers 
with minimum redundancy. Understanding natural language for computers is overwhelming, for this reason, in this field 
studies were carried and will be carried that became the reason for the emergence of methods and inventions in this area. 
The heart of every QAS is its question classification algorithm. The higher the precision of the taxonomy, the higher the 
performance of the system will be. The machine learning algorithms are of this type that shows the best operation in the 
field of question taxonomy which we will review the main algorithms in the following section [3].  
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4 MACHINE LEARNING ALGORITHMS  

Machine learning is one of the major branches of artificial intelligence research. The aim of the research in this field is 
access to learning techniques that allow the simulation of human intelligent as an intellectual behavior by computers [9]. The 
main aim in machine learning is the improving of machine that its ability to do that in the machine is constructed. This 
manner of correcting or improving called machine learning that is based on evaluation and testing and also based on the rate 
of correctly doing that act, for example the amount of winners in chess. Machine learning using information theory of the 
mathematical models can be used for getting results. Through program writing you can tell the machine what to do. Through 
several showed examples, we will get the machine to learn. Machine will be able to learn by experience environments, when 
the agent is not known for certain machine and examples of instruction are not available; it can be trained through 
observation [10], [11]. 

Algorithms have the ability to learn in three ways: 1 - supervised learning 2 – un-supervised learning 3 - semi-supervised 
learning. In this paper, we propose the supervised learning algorithms. Many machine learning algorithms based on the 
observation have been constructed so far that following we will point to the most important of these algorithms. 

4.1 K-NEAREST NEIGHBOR  

K- Nearest neighbor algorithm is a simple type of supervised learning algorithm. Its approach is in the case that when a 
new training data enters system, it recalls a group of training data previously categorized in the system and categorized them 
based on new training sample [12]. One drawback of this method is its high computational cost for categorizing each new 
training data when entering to the system. Another drawback is that the new model will be considered the same based on 
the characteristics of new training scheme that are assumed the same and are recovered the same. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. K-Nearest Neighbor algorithm 

In this algorithm, we assume all training data are n-dimensional space into Rn. Nearest neighbor distance between two 
points computed using the standard rules of the distance of two points [12], [13], [14]. 

			�(��, ��) = �∑ (��(��) − ������)
��

���        (1) 

 In this algorithm calculations are different, given that space is considered to be two-dimensional or multi-dimensional 
training data. This algorithm will be categorized new training sample based on the prior training data. Different version of this 
algorithm is presented. One of the main problems of this method is that the distance of training data is considered the same 
based on their characteristics [15]. In the case that these extra and non- relevance characteristics be excessive, it becomes 
the main reason for algorithm' astray and as a result to algorithm' performance reduction. This algorithm is known as pattern 
recognition algorithm and it has many applications in this area. In this area, we have considered the assumption that the 
features of each training data should be similar [12], [15]. 
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4.2 DECISION TREE  

Decision tree reconstruct training data in the form of a tree using well-defined query is True / False. In a decision tree 
structures, leaves represent those of groups and the edges represent a set of features that these features leads to another 
special features in the groups. Decision trees are well organized in the case that with easily placing new data in roots and 
executing query model until reaching to special leave, we can classify new data that is the main aim of algorithm.  

Decision tree is a good classification with several impressive advantages. The main advantage of decision trees is that it is 
simple and comprehensible for non-expert users. In addition, repetition of a mathematical algorithm can be easily explained 
and reviewed, and it can be revealed a comprehensive point of view containing useful information from the logic of the 
scheme. One of the major drawbacks of this decision tree method is that if training data have many features it wouldn't give 
good performances [16], [17]. As we know, when new data enter system decision tree algorithm with placing new data in the 
root restructure decision tree and tree replaces new decision with previous tree.  

One of the major drawbacks of decision tree method is that maybe new tree is not better than the previous tree and it 
intensively reduces the performance of algorithm tree, and in addition to this issue, tree' structure will be very complex with 
increasing input [18]. One of the applications of recent decision tree is in the advertising of dynamic web pages. There is a 
variety of versions of decision tree algorithms such as ID3, ID4-hat, ID5, C4.5, and CART which the practical application of 
decision tree algorithms in the classification of answers will be addressed in the next section of [14]. 

4.3 SPARSE NETWORK OF WINNOWS (SNOW)  

SNoW is a machine learning algorithm that is used for question classification according to the user expected response. 
This algorithm includes a number of features of the questions that are used in order to be classified as multi- class. The 
algorithm framework comprised of dispersed framework of linear algorithm containing one or some pre-defined feature 
space or feature spaces added step by step [8]. 

Table 1. Li & Roth’s two-layer taxonomy for question classification 

Fine Coarse 

abbreviation, expansion ABBR 

definition, description, manner, reason DESC 

animal, body, color, creation, currency, disease/medical, event, food, instrument, language, letter, other, 
plant, product, religion, sport, substance, symbol, technique, term, vehicle, word 

ENTY 

description, group, individual, title HUM 

city, country, mountain, other, state LOC 

code, count, date, distance, money, order, other, percent, period, speed, temperature, size, weight NUM 
 

Classification can be categorized into course and fine in the algorithm and it will be done in two steps. In the first step, the 
question will belong to one of the sixth coarse groups. Then with attention to coarse group, each coarse fine will belong to its 
sub-category [4], [8]. One advantage of this method is its simplicity and its low confusion at the moment of categorization. 
Input algorithm is a set of features that constructed semi-automatically. A part of features is automatically made with human 
intervention and with words meanings. The feature space was comprised of 200,000 features. Full description and results of 
the software and algorithm are available in [8]. 

4.4 NAIVE BAYES   

Naïve Bayes (NB) classifier is a simple algorithm, which works based on probability and inference. We can make good 
decisions in this algorithm regarding the probability distribution and the shown data optimal decisions. Simple Bayes 
algorithm can be used to check the operation of the algorithm that have done previously and are likely to pay attention to 
algorithms which use probabilities. Bayes' theorem is based on Byes hypothesis provided that we are searching ways to find 
the probabilistic group for new training sample of input entering system. This is not possible without primary information. 
Bayesian model is the direct method for finding probabilities in the abstract space [12]. Given that the probabilities are 
precise, this algorithm operates with a minimal amount of training data to learn well and it will have the necessary 
parameters for a given rating category. It will calculate just the variables of each class rather than the entire set with taking 
into account the covariance matrix of the independent variables [12], [14]. 
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Regardless of the simplicity of Bayesian algorithm, it can well perform in too complex categories and show too high 
performance in spite of what we expect. Software-based classification constructed based on simple Bayesian algorithms have 
shown an amazing performance in most cases. The main shortcoming of simple Bayesian algorithm is its relatively low 
efficiency compared with other so far made algorithms such as SVM algorithm which in this paper we will briefly take a look 
at it. The tests show that the performance of SVM algorithm is much better than that of the simple Bayesian algorithm. 
During the past years a lot of research has been done to solve performance problems and to increase its productivity. In 
some studies simple Bayesian algorithm has been combined with other classification algorithms in order to increase 
efficiency [12], [14]. The results were great with the combination of this algorithm with SVM algorithm [19], [20]. Of 
important applications of NB algorithms can be mentioned to filtering of spam in e-mails and categorizing of contents on web 
pages. Based on results, the performance of NB algorithm is high in these types of operations. Also setting NB algorithms on 
textual and numerical data is simple in comparison with other algorithms. But its performance is low in taxonomy texts, 
especially in texts close to natural language. One of the good advantages of NB algorithm is its short computational time for 
learning operates [14].  

4.5 SUPPORT VECTOR MACHINE  

A SVM is a subcategory of supervised machine learning algorithms used for classification data. In this way that machine 
learns to categorize input in pre-defined entries. This is a new technique and is shown a better performance than existing 
algorithms for classification of data such as neural networks. SVM works to the best possible for multi-dimensional data. Also 
it handles very well in classification questions automatically because it is non-linear and multi-dimensional [4].  

Assume a set of training data (D), with n members with the assumption that those are linearly separable:  

� = �(��, ��)��� ∈ ��, �� ∈ {−1,1}�
�

� = 1
       (2)					 

There are two training data set, classes Ci=1 and Ci=-1. The aim is to find the best hyper plan separation for these two 
training data sets. The equation is in the following case. Look at formula (3). 

w.x-b=0        (3)     

Where w is the vector normal to the sheet, and b is the intercept for the hyper plane separation. For each training data xi 
if 	��. x� − b ≥ 1		then training given to the class ci=1 and if 	��. x� − b ≤ −1	, then the data can be related to the class ci= -1. 

The distance of hyper plane from the source is 
�

‖�‖	
. In the general case, the aim is to find the minimum value of b and w in a 

manner that it can properly classify the training data and maximizes hyper plane layout and margin.in order to an optimal 
batch scheduling done, we use the variable��. Then the equation (4) can be written. 

��(�. �� − �) ≥ 1 − ��,							1 ≤ � ≤ �       (4)				 

 In Classification of questions in optimal face the following relationship approaches to about the lowest level categories: 
min[〈�. �〉 + � ∑ ��� ] that in this relation the parameter c control for optimization that shows the number of accepted 
training errors. The main idea of this method is if the training samples be linearly separated, we will gain hyper plane with 
maximum margins that separates training samples in groups. If training samples are not linearly separated, we write them 
with more spaces and dimensions so that it can categorize training samples linearly in new space. The purpose in SVM is 
finding optimized hyper plane [4], [12]. SVM training classified sample into two groups of positive training samples and 
negative ones. The aim is to find the best separating hyper plane from these two samples. The closest training data to the 
hyper plane separator is called support vector [21]. The idea of SVM is to draw the two borders parallel to hyper plane 
separator and to apart two planes in a size that they press training data. The best hyper plane separator is those that have 
the further distance with training data. If the hyper plane is selected correctly, the classification will be applied in the least 
amount of error. 
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Fig. 2. SVM Algorithm 

In SVM training is a relatively simple and efficient for multi-dimensional training examples and it shows a lot of features. 
Of its disadvantages are the complexity of the algorithm and its difficulty in understanding for non-expert users. The 
algorithm also handles the action with the high cost of computing at time and algorithms consume a lot of system memory 
too [14]. Among algorithms those supervised with SVM have shown excellent performance [22], [23]. In one conducted 
research, much has been done to evaluate the performance of the SVM algorithm using twenty training data set that was 
close to natural language texts using UCI. Also in order to achieve optimal SVM algorithm, much research has been done [24]. 

4.6 ARTIFICIAL NEURAL NETWORK  

From general point of view, this system is composed of many interconnected units that each unit receives some input and 
computes output. Sometimes, an input is considered to be the output of a single unit. These units are known as neurons. 
Neurons can be used for storage in Artificial Neural Network (ANN). ANN methods are the comprehension of biological 
neural networks, but they cannot have many of the biological complexities [25]. According to conducted studies, biological 
network modeling is very complex and far from availability. But work on algorithms that simulates the behavior of biological 
networks for capturing better machine learning is more reasonable. A different version of the ANN for the classification of 
data is presented. But many researchers use single-layer Perceptron algorithm with an input layer and output layer since they 
are easy to use. In fact a perceptron is a network that neural networks made regarding their structure [12]. 

 

Fig. 3. ANN Algorithm 
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After receiving a real-valued vector, perceptron computes a linear combination of the set. If this amount was more than 
the determined amount, it is 1; otherwise outputs will be export the amount -1.  

    �(��,… , ��) = �
			1				�� + ���� + ���� +⋯+���� > 0
−1																																															��ℎ������

      (5) 

Perceptron implement multi-layer perceptron with a single-layer or with a hidden layer or with an output layer that are 
more complex than one-single perceptron layer. One of the main advantages of the algorithms implemented regarding ANN 
is that they show good performance due to their multidimensional nature and much communication among elements on 
classification of data with a lot of features [12]. Their major drawbacks are high costs, high CPU use and high physical 
memory. Also understanding ANN is a problem for many users. 

5 DISCUSSION AND COMPARISON  

Using a decision tree, where the leaves represent categories and the edges represent a set of features, we can consider 
each entry as a new training sample and place the expected questions into its category with putting it in the root of the tree 
and reconstruction of decision tree. The act of ordering questions will be done with above-mentioned procedures. In an 
evaluation [12], DT algorithm with algorithm' software C4.5 that is used in placing of this algorithm performs better than the 
NN and NB learning algorithm but it shows poor performance versus Snow and SVM algorithm [4]. A conducted 
reassessment shows that the performance of DT with the feature set 0.5 is also higher than Snow [3]. KNN algorithm is one of 
the simplest machines learning algorithms and it is used more in classification of documents. Different versions of this 
algorithm are presented that are interesting [14]. According to studies, in evaluating it with other learning algorithms 
regarding the questions categorization its performance was poor and it had little use. When it is compared with the 
algorithm like NB, Snow, SVM, it shows efficiency of lower than 67% with experiments on the same dataset [4], [5]. 

SNoW classification algorithms will be implemented in two stages, first the coarse group of questions is selected and then 
according to the characteristics of the questions, they will be awarded to the desired component and subcategory. This 
algorithm has a good accuracy and it shows better performance than the algorithm like NN, NB and DT, but less than SVM 
[5]. It can cover lots of questions' features due to being multi-class. NB algorithm works regarding the probability inference to 
the case that when a new question is entering the system, the question dedicated to the "most probable" groups according 
to the probable answer. In a paper, Mr. Lee and Zhang [4] deal with the study of the categories of questions with the same 
training and the same tests on a number of learning algorithms. They compared and paid attention to so-called algorithms' 
performance in the test that the results demonstrated algorithm NB show fairly good performance in comparison with 
algorithms like NN [5], [14]. Also studies have shown that the algorithm is tagged after training with 5500 questions and 
showed approximately 83.2% of performance in categorization of the total group [15]. 

SVM algorithm was one of the most popular and most used algorithms for question classification in recent years. The idea 
of SVM is in the case that with creating hyper plan between training examples with maximum margin and with the 
assumption that they are linearly separated, they can be classified. After Zhang and the other researchers' successful studies 
[4] that studied SVM and the other 4 algorithms, this algorithm showed good performance in comparison with the others. 
Also in a study conducted to compare the optimized version of the algorithm of KNN and SVM with an improved version of 
the algorithm NB, it concluded that SVM will be far better. But they achieved the significance and important result that the 
SVM algorithm will not alone work best, but if the pre-processing step be performed by KNN algorithm, classification by SVM 
will give better results [32]. The SVM algorithm is combined with the genetic algorithm that in this method the pre-
processing procedure and selection of the items and features were conducted by genetic algorithms and after questions 
were classified by SVM algorithm which has shown satisfactory results [33]. Also in a similar research, the SVM algorithm is 
used for question classification in Chinese language that the algorithm provided dataset after training. After that the 
algorithm is tested and outcomes observed we can claim with dare that SVM has done well in this area and has shown good 
performances [34]. ANN algorithm is a simulation of the biological behavior of neural networks in a way that it formed of a 
number of connected units that connects the input group to the output and works in harmony. We used neurons for storage 
in the ANNs [11], [12]. In studies on spam sorting algorithms ANN show low efficiency than learning algorithm such as SVM 
[35]. In [36] ANN algorithm used to categorize online test questions according to their difficulty level. The results show that 
the algorithm efficiency is near to 78%. 

The main Problem of instance-based machines learning is computational time and access to required features. Whatever 
these two categories improve the accuracy and efficiency of algorithm' classification increases [14]. Classification of items has 
many applications and covers an extensive range of issues which a great deal of research has been done but it seems that 
we're still at the beginning and presented algorithms have many difficulties and shortcomings and there is a need to be 
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developed and debugged. For example, question taxonomy can be used in the area of e-government. as we observe that 
public services and government agencies daily are added and each organization has diverse sectors that each will also have 
their own laws and sometimes people are in trouble when they don’t know to which part they must provide their questions. 
If each organization will have an online question and answer system and each user without aware of the various parts of the 
system can present their questions and the system intelligently present each question to its related sections, at that time we 
will find the true meaning of e-government. In the past most classification was done based on sets of words that many 
studies show that to maximize the efficiency of the classification of algorithms we require semantics and in the questions we 
should looking for feature that be close to the meaning of questions.  If we be successful in this regard it will increase the 
efficiency of the algorithm. A great deal of research proposed to analysis and to classify emotions and to extract knowledge 
from them and to classify them using semantic and linguistic knowledge but it still requires a lot of research and 
development. 

6 CONCLUSION 

Literature demonstrates that the algorithms of the Support Vector Machine (SVM) have positive effect in a text when it is 
compared with other algorithms. The main Problem of instance -based machines learning is computational time and access 
to required features. Whatever these two categories improve the accuracy and efficiency of algorithm' classification 
increases. Classification of items has many applications and covers an extensive range of issues which a great deal of research 
has been done but it seems that we're still at the beginning and presented algorithms have many difficulties and 
shortcomings and there is a need to be developed and debugged. For example, question taxonomy can be used in the area of 
e-government. as we observe that Public services and government agencies daily are added and each organization has 
diverse sectors that each will also have their own laws and sometimes people are in trouble when they don’t know to which 
part they must provide their questions. If each organization will have an online question and answer system and each user 
without aware of the various parts of the system can present their questions and the system intelligently present each 
question to its related sections, at that time we will find the true meaning of e-government. In the past most classification 
was done based on sets of words that many studies show that to maximize the efficiency of the classification of algorithms 
we require semantics and in the questions we should looking for feature that be close to the meaning of questions. If we be 
successful in this regard it will increase the efficiency of the algorithm. A great deal of research proposed to analysis and to 
classify emotions and to extract knowledge from them and to classify them using semantic and linguistic knowledge but it 
still requires a lot of research and development. 
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