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ABSTRACT: The goal of this study is to develop a simple intelligent urolithiasis diagnosis system. The accuracy of the system 

was determined by comparing the recognition rates of the Artificial Neural Networks (ANNs)-, k-nearest Neighbor (kNN)-, 
and Support Vector Machines (SVM) algorithms. The results showed that the ANN model was superior to SVM and KNN 
models in prediction. We aimed through this work to classify the subjects in three classes according to the chemical 
concentrations of variables (Ca, Ox, pCaOx, Ca/ Ox) using and according to their clinical status. The ANN model, used to 
determine the first class that contains the subjects presenting their urine a calcium oxalate monohydrate (CaC2O4,H2O : 
whewellite (Wh)) crystal type. This ANN model reached a correct prediction rate of 85.3%. Using SVM- and KNN model the 
correct prediction rate reached 82.6% and 65.55% respectively. The second class contains the subjects presenting a calcium 
oxalate dihydrate (CaC2O4,2H2O wedellite (Wd)) crystal type. The ANN-, SVM- and KNN model reached a 93.4%-, 94.2%- and 
77.25% correct prediction rate, respectively. In third class that corresponds to the subjects who have negative crystalluria 
(NC), ANN-, SVM- and KNN model reached a 91.7%-, 87.8%- and 69.77% correct prediction rate, respectively. Compared to 
SVM- and KNN models, the developed system using ANN model has allowed us to discriminate the subjects. This system is 
important in clinical laboratories since it could be a helpful tool for provide information about the development, formation of 
urinary stones crystals and the determination of their crystal type. 

KEYWORDS: Urinary Lithiasis, Whewellite, Wedellite, Artificial neural network, k-nearest neighbor, Support Vector Machines , 

Intelligent Diagnosis System. 

1 INTRODUCTION  

The disease of urolithiasis is a disease whose prevalence tendency is rising in the world [1], [2]. It is caused by several 
factors that include frequently calcium oxalate species in the urine. It crystallizes in the form of (Wd) and (Wh) [1], [3], [4], 
[5], [6], [7]. During diagnosis of the disease no precise decision can be easily made taking into account the individual 
concentrations of calcium and oxalates those individually. While it is necessary to introduce the two important variables 
calcium oxalate molar product (pCaOx) and the molar ratio calcium / oxalate (Ca/Ox) in order to ensure a better diagnosis [8]. 
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It appears from the results of most studies in the literature that calcium oxalate is the most frequent and majority urinary 
crystals crystallize [9], [10], [11], [12], [13], [14]. However, rare are the studies dedicated to the investigation of the influence 
of the calciuria and the oxaluria on the formation of the crystals calcium oxalate in urines. As a matter of fact, the crystals are 
a promoting phase to the formation of urinary stones [15], [16]. Most of the studies have used databases of infrared 
spectroscopy coupled to chemometrics methods in order to determine the chemical composition of urinary stones and to 
classify them by means of artificial neural networks (ANN) [17]. In the present work, using the ANN-, KNN- and SVM 
classification algorithms, we have classified the subjects of the database into 3 classes, depending on the chemical 
concentrations of variables (Ca, Ox, pCaOx, and Ca / Ox) and on their clinical status. The first class contains subjects 
presenting a Wh crystal type. The second class contains subjects with a Wd crystal type and the third one includes subjects 
who are unaffected by this disease According to the obtained results of the classification, we developed a simple intelligent 
diagnosis system. This system is important for medical laboratories since it can provide useful information about the 
development, formation of the urinary stones. The determination of the crystal types of the urinary stones would be helpful 
to better manage, economically and socially, the treatment of this rising disease [18] 

2 MATERIALS AND METHODS 

2.1 SAMPLING 

The study was carried out on 106 urine samples from human volunteers from the region of Tadla Azilal.; all samples were 
analyzed and prepared in our laboratory [15]. Crystalluria has been characterized using optical polarized light microscopy. 
The apparent oxaluria and urinary calcium were determined by conventional volumetric assays on urines. The database 
contains 63 men and 43 women among whom 30 (28.3%) cases presented (Wh) crystal type their urine, 27 (25.5%) cases 
presented a (wd) crystal type and 49 (46.2%) cases would be not affected by this disease (Nc).  

Table 1. The 106 samples according to age group 

group <20 years 20-40 years >40 years total 

Man 5 34 24 63 

Woman 5 21 17 43 

Global 10 54 42 106 

2.2 DATA ANALYSIS  

The urine samples were divided into tow subsets, one subset for training and another subset for test. Three training 
subsets were employed 20 samples, 20 samples and 30 samples for respectively Wd, Wh and NC class. And three tests 
subsets were employed 10 samples, 7 samples and 19 samples for respectively Wd, Wh and NC. The chemometrics methods 
that have applied in this work were well known as SVM, KNN and ANN. These algorithms are applied on the same data 
subset. 

2.2.1 K-NEAREST NEIGHBOR ALGORITHM (K-NN) 

The k-Nearest Neighbor algorithm (k-NN) [19] is a simple algorithm that stores all the available cases and classifies new 
cases based on a similarity measure (e.g., distance functions). They have been used in various areas such as bioinformatics 
[20], image processing and data compression [21], document retrieval [22], computer vision [23], multimedia database [24], 
and marketing data analysis [25]. 

To classify a new observation x, the idea is to simulate a vote among the closest neighbors of this observation. The class 
of x is determined according to the majority class among the k (an integer to be determined) closesets neighbors of the 
observation x. It is a method for classifying objects based on the closest training examples in the feature space. Given a 
training set D and a test object x = (x’, y’) the algorithm computes the distance (or similarity) between z and all the training 
objects (x, y) belonging to D ((x, y) ∈ D) to determine its nearest-neighbor list, Dz. (x is the data of a training object, while y is 
its class. Likewise, x’ is the data of the test object and y’ is its class.) Once the nearest-neighbor list is obtained, the test object 
is classified based on the majority class of its nearest neighbors [26].  
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majority	voting: y� =	argmaxv � I(v = yi)
(��,��)∈��

 

Where v is a class label, yi is the class label for the i th nearest neighbor, and	I(.) is an indicator function that returns the 
value 1 if its argument is true and 0 otherwise. 

The k-nearest neighbor classification algorithm: 

Input: D, the set of k training objects and test object z (x’, y’) ∈ D. Select Dz ⊆ D the set of k closest training objects to z. 

Process: Compute d (x’, x), the distance between z and every object, (x,y) 

Output: y� =	argmaxv ∑ I(v = yi)(��,��)∈��  

2.2.2 SUPPORT VECTOR MACHINES 

Support vector machines (SVM) are a set of techniques of supervised learning intended algorithms to solve problems of 
discrimination and regression. The SVM is a generalization of the linear classifiers [27]. The SVM set up a system model using 
a set of given training samples for the classification and prediction of the output based on the training samples and input 
samples. The aim of SVM is to create a distinction between two or more data classes. SVM uses the multi-class formulation 
described in [28-29], but optimizes it with an algorithm that is very fast in the linear case. One can find a training set (x1, y1) ... 
(xn,yn), presenting yi in [1..k] labels [28][30]. 

2.2.3 ALGORITHM OF ARTIFICIAL NEURAL NETWORKS 

The Artificial Neural Networks (ANN) are used in various disciplines such as economics, ecology, environment, biology and 
medicine. These networks are applied in particular to solve problems of classification, prediction [31], [32], [33], 
categorization, optimization, recognition of the forms and the associative memory [34]. The ANN improves the diagnosis in 
medical sciences. In fact, the ANNs are used, for example, in cases of the prediction of myocardial [35, 36], lung pathologies 
[37], [38], diabetes [39], cancers [40], Alzheimer's disease [41] and electromyography and kinesiology [42]. In an ANN, the 
Neurons are connected via synapses (connection links), that modulate signals passing through them. Each synapse has an 
associated weight w. The net input N is the function of all transmitted signals Xi and their corresponding weights Wi in a 
neuron: N = ∑Wi	Xi (sum of weighted input signals). Each neuron applies an activation (transfer) function to its net input N 
in order to provide an output signal for each neuron. A neural network is characterized by its architecture or its pattern of 
connections between the neurons (see fig1). Neurons are arranged in several layers: an input layer that receives the inputs, 
on or several hidden layers which transform the input representation into a new ‘hidden’ representation and an output layer 
whose units send the predicted values out. Input data are signals xi of the input layer. Initial weights are random values. 
Processing the data from input layer to output layer provides the output, which is the result. A neural network is also 
characterized by its learning algorithm (i.e. its method of determining the weights on the connections). Before using a 
network for prediction, it must be trained with known data. This is necessary to ensure that the network provides useful 
results. The most used learning algorithm is based on the ‘back-propagation of errors’. While learning, the network compares 
its output with observed (known) output values of learning data. The effectiveness is usually determined in terms of the root 
mean squared (RMS) error between the actual and the desired outputs averaged over the learning data. After comparison, 
the network changes weights backwards from the output layer to the input layer with respect to the output error. A neural 
network is also characterized by its activation (transfer) function such as hyperbolic tangent function and sigmoid transfer 
function, in order to determine its output. In this study a sigmoid transfer function was chosen as transfer function [43], [44]. 
Several research works were made to describe the functioning of ANNs [43], [44], [45], [46], [47], [48], [49], [50], [51], [52] 
this algorithms is used to improve the diagnosis in medical domain and chemistry [54], [55].  
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Fig. 1. Neural network architecture  

3 RESULTS AND DISCUSSION 

In the present study, several classification algorithms were applied to the same database in order to develop a simple 
intelligent diagnosis system. The aim of this paper was to compare the model performances of three supervised algorithms, 
namely SVM, KNN and ANN. The obtained results show that ANN and SVM are very powerful methods in prediction. The best 
results are obtained with the ANNs technique, with lower RMS values than those obtained in the case of the other 
classification methods. As a matter of fact, in some cases, the error is almost half of that obtained by using KNN  

The comparison of the performances of all the models is presented in table 2 and figure 2. Using KNN, the error 
classification rate for the test samples is: 0.3445 for whewellite, 0.2275 for weddellite and 0.3015 for negative crystalluria. 
Using SVM, the error classification rate is 0.174 for whewellite, 0.058 for weddellite and 0.12 for negative crystalluria. The 
error prediction rate, using ANN, is 0.165 for whewellite, 0.066 for weddellite and 0.083 for negative crystalluria. 

 Therefore, it turns out that the average correct prediction rate for ANN is higher than the one obtained by using SVM and 
KNN. The results showed that the ANN is a helpful tool for the identification of these types of stones. Moreover we did not 
observe any unclassified samples in the dataset test. 

Table 2. The correct prediction rate using the algorithms (in percentage) 

algorithmes Classe1 Class2 Classe3 Correct prediction rate 

kNN 65.55 77.25 69.77 69.85 

SVM 82.6 94.2 87.8 88.2 

ANN 83.5 93.4 91.7 89.53 

 

 

Fig. 2. The comparison of correct prediction rate between supervised algorithms 
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To explain the error classification rate of (10.47%) using the ANN model algorithm we can say that the data at hand 
generally include a number limited examples and a part of variable noise. This noise is mainly due to the presence of random 
disturbance and also to the complexity of the urinary environment. Given that fact that the neural networks are very flexible, 
there is a risk over fitting that is mistaking the noise for the signal and learning from the noise. Moreover, it is necessary to 
increase the number of samples in the learning database. This error classification rate can be also explained by the use of not 
very precise determination techniques of the concentrations in calcium and oxalates (chemical volumetric). 

The chemometrics coupled to simple and less expensive chemical and physical analyses (volumetry and optical 
microscopy), on the one hand and methods of data analysis, on the other hand would be a quick and non expensive tool for a 
first diagnosis of the urolithiasis that can allow the decision-makers to avoid the high budgets, of coverage, assigned to the 
treatments of this disease. Thanks to the neural networks, we have been able to establish a decision-making model allowing 
the competent sanitary services to predict the lithogenous risk in the populations. The results of most works in the literature 
showed that calcium oxalates is the most frequent as chemical species in urinary and the majority of stones are crystalluria 
[9], [10], [11], [12], [13], [14]. However, rare are the studies dedicated to the investigation of the influence of urine calcium 
and apparent oxaluria on the formation of calcium oxalate crystals in the urine; which is known to initiate the formation of 
urinary stones. These crystals can in some conditions become stones that lead to the failure of urinary system. 

4 CONCLUSION 

This study has illustrated that the use of a simple and non expensive physicochemical analyses coupled to classification 
algorithms have been successfully employed. This coupling technique is fast and simple. It can be very useful for the first 
diagnostic which is of great advantage in this context. This work has shown that ANN and SVM are very powerful methods to 
develop a simple diagnostic system. Models based on KNN failed badly in most of the cases. By contrast, ANN and SVM 
achieved a good prediction performance and yield the highest average correct prediction rate. Using ANN yielded an 
improvement of the error classification rate for the by comparison to SVM and KNN. According to the obtained results, the 
ANN was recommended to develop a helpful decision support system. The system developed would be able to class new 
cases, and thus set up a diagnosis of the disease and the type of lithogenous crystals. 
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